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In recent years, evaluation in the field of international development has under-
gone significant changes. First and foremost, the world we live in has become 
increasingly complex and interconnected. In the current era of the Sustainable 
Development Goals, governments, international organizations, private corpo-
rations, civil society organizations, and others are increasingly aware of the 
challenges surrounding transboundary and global issues such as climate change, 
migration, and international trade. At the same time, evaluation as a source of 
independent inquiry into the merit and worth of policy interventions to address 
global, national, and local challenges has grown in importance. The increased 
number of evaluation functions in governmental, nongovernmental, and private 
sector organizations; the growing number of countries with voluntary profes-
sional organizations for evaluators; and the growth in repositories of knowledge 
on policy interventions and their (potential) effects are all signs of this trend.

How should evaluators deal with the increasing complexity of policy interven-
tions and the contexts in which they potentially influence change? How can 
evaluation as a function, as a practice, effectively contribute to the evolving 
learning and accountability needs of decision makers, practitioners, financiers, 
and citizens? These are questions that have no easy answers and to some extent 
require a departure from how things were done in the past. For example, inter-
ventions that influence the lives of the poor, the distribution of wealth, or the 
sustainable use and conservation of natural resources are often strongly inter-
connected. Ideally, in such cases these interventions should not be assessed in 
isolation from each other. Similarly, decision makers and other stakeholders no 
longer rely on activity-level or project-level evaluations only. Assessments of 
programs, strategies, or even a comprehensive range of interventions that have a 
bearing on the same phenomenon are becoming more important as “evaluands.” 
Multisectoral, multidimensional, and multistakeholder perspectives on change 
and the way policy interventions affect change are called for. Finally, new tech-
nologies for data collection and analysis (for example, machine learning) and new 
types of data (for example, “big data”) are slowly but steadily making their entry 
into the practice of evaluation.

In light of these challenges, evaluators should broaden their methodological 
repertoire so that they are better able to match the evaluation questions and 
the operational constraints of the evaluation to the right methodological ap-
proach. Eminent development thinkers and evaluation scholars, such as Albert 
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Hirschman, Peter Rossi, and Ray Pawson, have called evaluation applied social science 
research. Evaluators should look to the social sciences when developing their meth-
odological designs and realize that even within the boundaries of their mandates and 
institutions, there are many opportunities to develop, test, and apply modern methods 
of data collection and analysis. It is in doing so, and in combining a mix of methods 
that corresponds to the specificities of the evaluation at hand, that evaluators can 
provide new insights into development interventions and their consequences.

This guide provides an overview of evaluation approaches and methods that have 
been used in the field of international development evaluation. Although by no 
means exhaustive, the modules provide accessible and concise information on use-
ful approaches and methods that have been selected for their actual use and their 
potential in evaluation. The reading lists at the end of each module refer the reader 
to useful resources to learn more about the applicability and utility of the methods 
described. Both the choice of approaches and methods and the associated guidance 
are by no means definitive. We hope to update this information as evaluation prac-
tices evolve.

We hope that this resource will be helpful to evaluators and other evaluation stake-
holders alike and inform their practice.

Alison Evans 
Director-General, Evaluation
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Scope and Aim

This guide is intended as a quick reference to evaluation approaches and meth-
ods.1 Its aim is to provide easily accessible and jargon-light descriptions of a broad 
yet select set of methodological approaches and methods used in evaluations in 
the field of international development (and beyond). The guide provides concise 
descriptions of established and emerging approaches and methods. The featured 
selections were chosen especially for readers interested in independent evaluation 
in international development. At the same time, we think that the approaches and 
methods reflected in the guide will be relevant to a much broader audience of eval-
uators and policy researchers.

The guide is inevitably selective in its coverage and by no means all-inclusive, 
reflecting what we consider some of the most salient current trends in development 
evaluation practice.2, 3

In our discussion of the selected methodological approaches, we have tried to keep 
the level of complexity and technical detail to a minimum, focusing on the following 
key aspects: a short description of the approach or method, main steps involved in 
its application, variations in methodological principles or application, advantag-
es and disadvantages, and applicability. In addition, we provide some examples of 
applications of the approach or method and references to the literature (both basic 
and more advanced). Consequently, the guide will help evaluation stakeholders to 
become more aware of different methods and approaches and gain practical insights 
regarding their applicability and where to look for additional guidance.

The guide is not intended as a step-by-step manual on how to design and conduct 
evaluations. This type of guidance is already provided in a number of widely used 
publications (see, for example, Bamberger, Rugh, and Mabry 2006; Morra Imas and 
Rist 2009). Similarly, we will not discuss the ontological and epistemological founda-
tions of the included approaches and methods.4 These debates, although interesting 
in their own right, have been covered well in other publications (see, for example, 
Pawson and Tilley 1997; Alkin 2004; Stern et al. 2012, among others) and are outside 
the scope of this guide. In the end, and despite these boundaries, our modest hope 
is that the guide will broaden readers’ methodological knowledge and inform their 
future design, conduct, and use of evaluations.

Finally, a central message of the guide is that there is no single “best” evaluation 
approach or method. The approach should be determined by the nature of the in-
tervention being evaluated, the types of questions the evaluation addresses, and the 
opportunities and constraints under which the evaluation is conducted in terms of 
available time, data, budget, and institutional constraints and preferences.
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The Intended Audience of the Guide

We expect that a variety of professionals who are involved with evaluation in some 
way would find this guide useful: novices entering the evaluation field; experienced 
evaluators interested in quick-access summaries of a range of established and emerg-
ing approaches and methods; project managers or commissioners of evaluations who 
might not necessarily have a background in evaluation methods but are nevertheless 
involved in the evaluation function; and so on. Similarly, most of the approaches and 
methods would be of interest to evaluation stakeholders in a range of institutional 
settings: multilateral or bilateral organizations, government agencies, nongovern-
mental organizations, private sector organizations, academia, and other bodies. In 
addition, professionals working in program planning, management, or monitoring and 
related roles may also find the content useful. Finally, policy-oriented researchers in 
international development may also find this guide useful as a quick reference. There 
is, however, a clear and intentional bias toward the work of independent evaluation 
offices (IEOs) as found in many multilateral development organizations (for example, 
multilateral development banks, United Nations agencies and programs), bilateral 
organizations, international nongovernmental organizations, or foundations.5

The Selected Approaches and Methods in the Guide

Because this guide is explicitly biased toward IEOs, much attention is given to sum-
mative evaluation approaches and methods and relatively less attention to forma-
tive (including developmental) approaches and methods for evaluation.6

The mandate of most IEOs influences the kinds of evaluation methods they are like-
ly to use. Most evaluations are conducted either after the intervention (for example, 
project, sector program, or policy) has been completed (retrospective or ex post eval-
uation) or during an ongoing program or portfolio of interventions. By definition, 
independence implies that the evaluators are not directly involved in the design or 
implementation of the organization’s projects, programs, or policies. Furthermore, 
independence often requires that the IEO has little control over the operational arm 
of the organization and the kinds of information (useful to retrospective evaluation) 
that are collected during project design or implementation. Finally, IEO evaluations 
often operate at higher levels of analysis (for example, country or regional programs, 
thematic strategies), which influence the extent to which participatory methods 
can be (comprehensively) applied. Also, there is often a trade-off between breadth 
and depth of analysis that influences evaluation design and the scope for in-depth 
(causal) analysis. For these reasons, a number of approaches and methods—some of 
which are included in this guide (for example, experimental designs)—are often less 
suited and less commonly applied in IEO evaluations.



6 Evaluation of International Development Interventions | Chapter 1

Recognizing these methodological “quasi-boundaries,” the guide mainly focuses 
on approaches and methods that can be used in retrospective (ex post) evaluations. 
At the same time, although many IEOs cannot regularly use some of the evaluation 
approaches and methods described in the guide, there are many exceptions. The 
increasing diversity in evaluation modalities and levels of evaluation (for example, 
global strategy, country program, thematic area of work, project) that IEOs are en-
gaged in requires the application of a broader range of evaluation approaches.

It should be noted that this guide is intended to be a living document. As new rele-
vant methods and applications for them emerge, we aim to periodically update the 
guidance notes.

The Structure of the Guide

The remainder of the guide is structured in two chapters. In chapter 2, Methodolog-
ical Principles of Evaluation Design, we discuss seven guiding principles for design-
ing quality evaluations in a development context, emphasizing the importance of 
allowing evaluation questions to drive methodological decisions, building program 
theory on stakeholder and substantive theory, mixing methods and approaches, bal-
ancing scope and depth, attending to context, and adapting approaches and meth-
ods to real-world constraints. The section is not intended as any sort of comprehen-
sive guide to evaluation design. Rather, it examines methods choice according to a 
number of core methodological principles that evaluators may wish to reflect on.

Chapter 3, Guidance Notes on Evaluation Approaches and Methods in Develop-
ment, presents an overview of select methodological approaches and more specific 
methods and tools. Each guidance note briefly describes the approach and its main 
variations, procedural steps, advantages and disadvantages, and applicability. Case 
examples and additional references and resources for each approach are provided.

References
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Endnotes

1  For simplification purposes we define method as a particular technique involving a set of 

principles to collect or analyze data, or both. The term approach can be situated at a more 

aggregate level, that is, at the level of methodology, and usually involves a combination of 

methods within a unified framework. Methodology provides the structure and principles for 

developing and supporting a particular knowledge claim.

2  Development evaluation is not to be confused with developmental evaluation. The latter is 

a specific evaluation approach developed by Michael Patton.

3  Especially in independent evaluations conducted by independent evaluation units or de-

partments in national or international nongovernmental, governmental, and multilateral orga-

nizations. Although a broader range of evaluation approaches may be relevant to the practice 

of development evaluation, we consider the current selection to be at the core of evaluative 

practice in independent evaluation.

4  From a philosophy of science perspective, the terms ontology and epistemology, respectively, 

refer to “how one views the world” and “what knowledge is.”

5  Evaluation functions of organizations that are (to a large extent), structurally, organiza-

tionally and behaviorally independent from management. Structural independence, which is 

the most distinguishing feature of independent evaluation offices, includes such aspects as in-

dependent budgets, independent human resource management, and no reporting line to man-

agement, but some type of oversight body (for example, an executive board).

6  The latter are not fully excluded from this guide but are not widely covered.
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Evaluation approaches and methods do not exist in a vacuum. Stakeholders who 
commission or use evaluations and those who manage or conduct evaluations all 
have their own ideas and preferences about which approaches and methods to use. 
An individual’s disciplinary background, experience, and institutional role influence 
such preferences; other factors include internalized ideas about rigor and applica-
bility of methods. This guide will inform evaluation stakeholders about a range of 
approaches and methods that are used in evaluative analysis and provide a quick 
overview of the key features of each. It thus will inform them about the approaches 
and methods that work best in given situations.

Before we present the specific approaches and methods in chapter 3, let us consider 
some of the key methodological principles of evaluation design that provide the foun-
dations for the selection, adaptation, and use of evaluation approaches and methods 
in an IEO evaluation setting. To be clear, we focus only on methodological issues 
here and do not discuss other key aspects of design, such as particular stakeholders’ 
intended use of the evaluation. The principles discussed in this chapter pertain also 
to evaluation in general, but they are especially pertinent for designing independent 
evaluations in an international development context. We consider the following meth-
odological principles to be important for developing high-quality evaluations:

1. Giving due consideration to methodological aspects of evaluation quality 
in design: focus, consistency, reliability, and validity

2. Matching evaluation design to the evaluation questions

3. Using effective tools for evaluation design

4. Balancing scope and depth in multilevel, multisite evaluands

5. Mixing methods for analytical depth and breadth

6. Dealing with institutional opportunities and constraints of budget, data, 
and time

7. Building on theory

Let us briefly review each of these in turn.

Giving Due Consideration to Methodological Aspects of 
Evaluation Quality in Design

Evaluation quality is complex. It may be interpreted in different ways and refer to 
one or more aspects of quality in terms of process, use of methods, team composi-
tion, findings, and so on. Here we will talk about quality of inference: the quality of 
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the findings of an evaluation as underpinned by clear reasoning and reliable evi-
dence. We can differentiate among four broad, interrelated sets of determinants:

 ▪ The budget, data, and time available for an evaluation (see the Dealing with In-
stitutional Opportunities and Constraints of Budget, Data, and Time section);

 ▪ The institutional processes and incentives for producing quality work;

 ▪ The expertise available within the evaluation team in terms of different 
types of knowledge and experience relevant to the evaluation: institutional, 
subject matter, contextual (for example, country), methodological, project 
management, communication; and

 ▪ Overarching principles of quality of inference in evaluation research based 
on our experience and the methodological literature in the social and be-
havioral sciences.1

Here we briefly discuss the final bullet point. From a methodological perspective, qual-
ity can be broken down into four aspects: focus, consistency, reliability, and validity.

Focus concerns the scope of the evaluation. Given the nature of the evaluand and 
the type of questions, how narrowly or widely does one cast the net? Does one look 
at both relevance and effectiveness issues? How far down the causal chain does the 
evaluation try to capture the causal contribution of an intervention? Essentially, the 
narrower the focus of an evaluation, the greater the concentration of financial and 
human resources on a particular aspect and consequently the greater the likelihood 
of high-quality inference.

Consistency here refers to the extent to which the different analytical steps of an 
evaluation are logically connected. The quality of inference is enhanced if there are 
logical connections among the initial problem statement, rationale and purpose of 
the evaluation, questions and scope, use of methods, data collection and analysis, 
and conclusions of an evaluation.

Reliability concerns the transparency and replicability of the evaluation process.2 
The more systematic the evaluation process and the higher the levels of clarity and 
transparency of design and implementation, the higher the confidence of others in 
the quality of inference.

Finally, validity is a property of findings. There are many classifications of validity. A 
widely used typology is the one developed by Cook and Campbell (1979) and slightly 
refined by Hedges (2017):

 ▪ Internal validity: To what extent is there a causal relationship between, for 
example, outputs and outcomes?
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 ▪ External validity: To what extent can we generalize findings to other con-
texts, people, or time periods?

 ▪ Construct validity: To what extent is the element that we have measured a 
good representation of the phenomenon we are interested in?

 ▪ Data analysis validity: To what extent are methods applied correctly and the 
data used in the analysis adequate for drawing conclusions?

Matching Evaluation Design to the Evaluation Questions

Although it may seem obvious that evaluation design should be matched to the 
evaluation questions, in practice much evaluation design is still too often methods 
driven. Evaluation professionals have implicit and explicit preferences and biases 
toward the approaches and methods they favor. The rise in randomized experiments 
for causal analysis is largely the result of a methods-driven movement. Although 
this guide is not the place to discuss whether methods-driven evaluation is justi-
fied, there are strong arguments against it. One such argument is that in IEOs (and 
in many similar institutional settings), one does not have the luxury of being too 
methods driven. In fact, the evaluation questions, types of evaluands, or types of 
outcomes that decision makers or other evaluation stakeholders are interested in 
are diverse and do not lend themselves to one singular approach or method for 
evaluation. Even for a subset of causal questions, given the nature of the evaluands 
and outcomes of interest (for example, the effect of technical assistance on institu-
tional reform versus the effect of microgrants on health-seeking behavior of poor 
women), the availability and cost of data, and many other factors, there is never one 
single approach or method that is always better than others. For particular types of 
questions there are usually several methodological options with different require-
ments and characteristics that are better suited than others. Multiple classifications 
of questions can be helpful to evaluators in thinking more systematically about 
this link, such as causal versus noncausal questions, descriptive versus analytical 
questions, normative versus nonnormative questions, intervention-focused versus 
systems-based questions, and so on. Throughout this guide, each guidance note 
presents what we take to be the most relevant questions that the approach or meth-
od addresses.

Using Effective Tools for Evaluation Design

Over the years, the international evaluation community in general and institution-
alized evaluation functions (such as IEOs) in particular have developed and used a 
number of tools to improve the quality and efficiency of evaluation design.3 Let us 
briefly discuss four prevalent tools.
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First, a common tool in IEOs (and similar evaluation functions) is some type of mul-
ticriteria approach to justify the strategic selectivity of topics or interventions for 
evaluation. This could include demand-driven criteria such as potential stakeholder 
use or supply-driven criteria such as the financial volume or size of a program or 
portfolio of interventions. Strategic selectivity often goes hand in hand with evalu-
ability assessment (Wholey 1979), which covers such aspects as stakeholder interest 
and potential use, data availability, and clarity of the evaluand (for example, whether 
a clear theory of change underlies the evaluand).

A second important tool is the use of approach papers or inception reports. These are 
stand-alone documents that describe key considerations and decisions regarding the ra-
tionale, scope, and methodology of an evaluation. When evaluations are contracted out, 
the terms of reference for external consultants often contain similar elements. Terms of 
reference are, however, never a substitute for approach papers or inception reports.

As part of approach papers and inception reports, a third tool is the use of a design 
matrix. For each of the main evaluation questions, this matrix specifies the sources 
of evidence and the use of methods. Design matrixes may also be structured to re-
flect the multilevel nature (for example, global, selected countries, selected inter-
ventions) of the evaluation.

A fourth tool is the use of external peer reviewers or a reference group. Including 
external methodological and substantive experts in the evaluation design process 
can effectively reduce bias and enhance quality.

Balancing Scope and Depth in Multilevel,  
Multisite Evaluands

Although project-level evaluation continues to be important, at the same time and 
for multiple reasons international organizations and national governments are in-
creasingly commissioning and conducting evaluations at higher programmatic levels 
of intervention. Examples of the latter are sector-level evaluations, country program 
evaluations, and regional or global thematic evaluations. These evaluations tend to 
have the following characteristics:

 ▪ They often cover multiple levels of intervention, multiple sites (communi-
ties, provinces, countries), and multiple stakeholder groups at different lev-
els and sites.

 ▪ They are usually more summative and are useful for accountability purpos-
es, but they may also contain important lessons for oversight bodies, man-
agement, operations, or other stakeholders.

 ▪ They are characterized by elaborate evaluation designs.
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A number of key considerations for evaluation design are specific to higher-level 
programmatic evaluations. The multilevel nature of the intervention (portfolio) 
requires a multilevel design with multiple methods applied at different levels of 
analysis (such as country or intervention type). For example, a national program 
to support the health sector in a given country may have interventions relating to 
policy dialogue, policy advisory support, and technical capacity development at 
the level of the line ministry while supporting particular health system and health 
service delivery activities across the country. Multilevel methods choice goes hand 
in hand with multilevel sampling and selection issues. A global evaluation of an 
international organization’s support to private sector development may involve 
data collection and analysis at the global level (for example, global institutional 
mapping), the level of the organization’s portfolio (for example, desk review), the 
level of selected countries (for example, interviews with representatives of selected 
government departments or agencies and industry leaders), and the level of select-
ed interventions (for example, theory-based causal analysis of advisory services 
in the energy sector). For efficiency, designs are often “nested”; for example, the 
evaluation covers selected interventions in selected countries. Evaluation designs 
may encompass different case study levels, with within-case analysis in a specific 
country (or regarding a specific intervention) and cross-case (comparative) analysis 
across countries (or interventions). A key constraint in this type of evaluation is 
that one cannot cover everything. Even for one evaluation question, decisions on 
selectivity and scope are needed. Consequently, strategic questions should address 
the desired breadth and depth of analysis. In general, the need for depth of analysis 
(determined by, for example, the time, resources, and triangulation among methods 
needed to understand and assess one particular phenomenon) must be balanced by 
the need to generate generalizable claims (through informed sampling and selec-
tion). In addition to informed sampling and selection, generalizability of findings 
is influenced by the degree of convergence of findings from one or more cases with 
available existing evidence or of findings across cases. In addition, there is a clear 
need for breadth of analysis in an evaluation (looking at multiple questions, phe-
nomena, and underlying factors) to adequately cover the scope of the evaluation. 
All these considerations require careful reflection in what can be a quite complicat-
ed evaluation design process.

Mixing Methods for Analytical Depth and Breadth

Multilevel, multisite evaluations are by definition multimethod evaluations. But 
the idea of informed evaluation design, or the strategic mixing of methods applies 
to essentially all evaluations. According to Bamberger (2012, 1), “Mixed methods 
evaluations seek to integrate social science disciplines with predominantly quan-
titative and predominantly qualitative approaches to theory, data collection, data 
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analysis and interpretation. The purpose is to strengthen the reliability of data, 
validity of the findings and recommendations, and to broaden and deepen our 
understanding of the processes through which program outcomes and impacts 
are achieved, and how these are affected by the context within which the pro-
gram is implemented.” The evaluator should always strive to identify and use the 
best-suited methods for the specific purposes and context of the evaluation and 
consider how other methods may compensate for any limitations of the selected 
methods. Although it is difficult to truly integrate different methods within a sin-
gle evaluation design, the benefits of mixed methods designs are worth pursuing in 
most situations. The benefits are not just methodological; through mixed designs 
and methods, evaluations are better able to answer a broader range of questions 
and more aspects of each question.

There is an extensive and growing literature on mixed methods in evaluation. One 
of the seminal articles on the subject (by Greene, Caracelli, and Graham) provides a 
clear framework for using mixed methods in evaluation that is as relevant as ever. 
Greene, Caracelli, and Graham (1989) identify the following five principles and pur-
poses of mixing methods:

Triangulation Using different methods to compare findings. 
Convergence of findings from multiple methods strengthens 
the validity of findings. For example, a survey on investment 
behavior administered to a random sample of owners of small 
enterprises could confirm the findings obtained from semi-
structured interviews for a purposive sample of representa-
tives of investment companies supporting the enterprises.

Initiation Using different methods to critically question a 
particular position or line of thought. For example, an eval-
uator could test two rival theories (with different underlying 
methods) on the causal relationships between promoting 
alternative livelihoods in buffer zones of protected areas and 
protecting biodiversity.

Complementarity Using one method to build on the findings 
from another method. For example, in-depth interviews with 
selected households and their individual members could deepen 
the findings from a quasi-experimental analysis on the relation-
ship between advocacy campaigns and health-seeking behavior.
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Development Using one method to inform the development 
of another. For example, focus groups could be used to develop 
a contextualized understanding of women’s empowerment and 
could use that information to develop a survey questionnaire.

Expansion Using multiple methods to look at complementary 
areas. For example, social network analysis could be used to 
understand an organization’s position in the financial land-
scape of all major organizations supporting a country’s educa-
tion sector, while using semistructured interviews with officials 
from the education ministry and related agencies to assess the 
relevance of the organization’s support to the sector.

Dealing with Institutional Opportunities and Constraints 
of Budget, Data, and Time

Evaluation is applied social science research in the context of specific institutional 
requirements, constraints, and opportunities, and a range of other practical con-
straints. Addressing these all-too-common constraints, including budget, data, 
time, political, and other constraints, involves balancing rigor and depth of analysis 
with feasibility. In this sense, evaluation clearly distinguishes itself from academic 
research in several ways:

 ▪ It is strongly linked to an organization’s accountability and learning process-
es, and there is some explicit or implicit demand-orientation in evaluation.

 ▪ It is highly normative, and evidence is used to underpin normative conclu-
sions about the merit and worth of an evaluand.

 ▪ It puts the policy intervention (for example, the program, strategy, project, 
corporate process, thematic area of work) at the center of the analysis.

 ▪ It is subject to institutional constraints of budget, time, and data. Even in 
more complicated evaluations of larger programmatic evaluands, evalua-
tion (especially by IEOs) is essentially about “finding out fast” without com-
promising too much the quality of the analysis.

 ▪ It is shaped in part by the availability of data already in the organizational 
system. Such data may include corporate data (financial, human resources, 
procurement, and so on), existing reporting (financial appraisal, monitor-
ing, [self-] evaluation), and other data and background research conducted 
by the organization or its partners.
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Building on Theory

Interventions are theories, and evaluation is the test (Pawson and Tilley 2001). This 
well-known reference indicates an influential school of thought and practice in eval-
uation, often called theory-driven or theory-based evaluation. Policy interventions 
(programs and projects) rely on underlying theories regarding how they are intended 
to work and contribute to processes of change. These theories (usually called pro-
gram theories, theories of change, or intervention theories) are often made explicit 
in documents but sometimes exist only in the minds of stakeholders (for example, 
decision makers, evaluation commissioners, implementing staff, beneficiaries). 
Program theories (whether explicit or tacit) guide the design and implementation of 
policy interventions and also constitute an important basis for evaluation.

The important role of program theory (or variants thereof) is well established in 
evaluation. By describing the inner workings of how programs operate (or at least 
are intended to operate), the use of program theory is a fundamental step in eval-
uation planning and design. Regardless of the evaluation question or purpose, a 
central step will always be to develop a thorough understanding of the intervention 
that is evaluated. To this end, the development of program theories should always 
be grounded in stakeholder knowledge and informed to the extent possible by social 
scientific theories from psychology, sociology, economics, and other disciplines. 
Building program theories on the basis of stakeholder knowledge and social scientif-
ic theory supports more relevant and practice-grounded program theories, improves 
the conceptual clarity and precision of the theories, and ultimately increases the 
credibility of the evaluation.

Depending on the level of complexity of the evaluand (for example, a complex global 
portfolio on urban infrastructure support versus a specific road construction project) 
a program theory can serve as an overall sense-making framework; a framework for 
evaluation design by linking particular causal steps and assumptions to methods and 
data; or a framework for systematic causal analysis (for example, using qualitative 
comparative analysis or process tracing; see chapter 3). Program theories can be 
nested; more detailed theories of selected (sets of) interventions can be developed 
and used for guiding data collection, analysis, and the interpretation of findings, 
while the broader theory can be used to connect the different strands of intervention 
activities and to make sense of the broader evaluand (see also appendix B).
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Endnotes

1  �Evaluation is defined as applied policy-oriented research and builds on the principles, the-

ories, and methods of the social and behavioral sciences.

2  �Both reliability and validity are covered by a broad literature. Many of the ideas about 

these two principles are contested, and perspectives differ according to different schools of 

thought (with different underlying ontological and epistemological foundations).

3  �A comprehensive discussion of the evaluation process, including tools, processes, and stan-

dards for designing, managing, quality assuring, disseminating, and using evaluations is 

effectively outside of the scope of this guide (see instead, for example, Bamberger, Rugh, 

and Mabry 2006; Morra Imas and Rist 2009).



3
GUIDANCE NOTES 

ON EVALUATION 
APPROACHES 

AND METHODS IN 
DEVELOPMENT



This chapter presents guidance notes on approaches and methods for evalua-

tors working in international development. First, we describe several prevalent 

methodological approaches, followed by guidance notes on specific methods 

and tools. The latter are further divided according to their primary function for 

either data collection or data analysis.

Each guidance note briefly describes the approach and its methodological vari-

ations, main procedural steps, key advantages and disadvantages, and applica-

bility. Finally, each guidance note includes references for relevant background 

readings (for example, journal articles, book chapters, method guides), illustra-

tive case examples, and, when relevant, other useful resources (for example, 

links to useful online tools or software).
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MAIN METHODOLOGICAL APPROACHES

1 Efficiency Analysis: Cost-Benefit and Cost-Effectiveness

BRIEF DESCRIPTION  
OF THE APPROACH

Efficiency analysis commonly refers to economic approaches that compare the rela-
tive costs and benefits (outcomes) of the program being evaluated. The main reason 
to do efficiency analysis is to establish whether the benefits of the program outweigh 
its associated costs. This type of information is particularly relevant when making 
decisions about future program planning and design and when considering alterna-
tive programs. Evaluation questions to be answered by efficiency analysis include 
the following:

1. What is the (cumulative) program effect relative to program costs?

2. To what extent does the benefit-cost ratio of the program vary across 
subgroups of the population?

3. How does the cost-effectiveness of the program compare with that of 
other programs (or other program variants)?

THE MAIN VARIATIONS  
OF THE APPROACH

Two main variations of efficiency analysis are cost-benefit and cost-effectiveness anal-
ysis. In cost-benefit analysis, also known as benefit-cost analysis, the program costs 
and effects are both defined in monetary terms, allowing for a direct comparison of 
costs and effects. The analysis can be conducted from a strictly financial or more 
general economic perspective.

In contrast, cost-effectiveness analysis compares the program costs defined in mon-
etary terms with program effects defined in nonmonetary terms. For example, the 
number of children vaccinated may be a program effect in cost-effective analysis. 
Moreover, cost-effectiveness analyses often involve the comparison of cost-effec-
tiveness ratios of similar programs or program variations.

Other closely related variants include cost-utility analysis, risk-benefit analysis, and 
social return on investment analysis, among others.
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THE MAIN PROCEDURAL  
STEPS OF THE APPROACH

Efficiency analysis usually involves seven core steps: 

Defining the program costs and effects (effects are usually specified by 
program objectives); 

Deciding which costs and benefits should be included; 

Estimating the program costs; 

Quantifying the net program benefits (in monetary terms for  
cost-benefit analysis); 

Adjusting costs and benefits to net present value using a discount rate (see 
discount rate in appendix A, Glossary of Key Terms); 

Calculating the estimated cost-effectiveness ratio (or net [present] value for 
cost-benefit analysis); and 

Conducting robustness checks and sensitivity analysis.

The cornerstone of any efficiency analysis is the careful and thorough identification 
and measurement of all cost elements conceivably related to the program being 
evaluated. Conceptually, costs are defined as the sum of all program resources: staff-
ing, supplies, facilities, and so on. Although many of these costs can be measured in 
monetary terms and valued through program records, other costs, such as in-kind 
contributions or other indirect costs incurred by partnering agencies, can be more 
difficult to accurately identify and quantify. For cost-benefit analysis, quantifying 
and assigning monetary values to the benefits constitutes a second cornerstone.

THE ADVANTAGES AND DISADVANTAGES  
OF THE APPROACH

Efficiency analysis can be conducted before or after a program has been implement-
ed (that is, prospectively or retrospectively). If designed and implemented well, find-
ings from efficiency analyses may serve well to inform future program planning and 
designs, for example, by motivating scale-up of cost-effective programs and modi-
fications of cost-ineffective programs. Establishing cost-effectiveness for account-
ability purposes may also justify incurred program costs and support continuation of 
funding, especially in the context of budget or resource constraints. But the results 
of efficiency analyses are only one of many different inputs on which these decisions 
are and should be made.
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There are also significant challenges in the use of efficiency analyses. Quantifying 
program costs and benefits (and any negative effects) in monetary terms can be diffi-
cult, especially when defining and measuring outcomes such as resilience, empower-
ment, or safety. Even if program costs and effects can be conceptually and thoughtful-
ly defined, collecting relevant data can also be difficult. Designing and implementing 
rigorous efficiency analyses demands high capacity of the team in terms of economic 
and financial analysis, statistics, and program knowledge. Finally, the quality of 
cost-benefit analyses can be difficult to assess when there is limited transparency on 
how costs and benefits are defined, identified, and measured. The development and 
inclusion of a table specifying the included program costs and the provision of clear 
specifications of the program effects is considered standard practice.

THE APPLICABILITY  
OF THE APPROACH

Efficiency analyses are most useful to those involved in the design and oversight 
of programs, and, importantly, to those whom the program would directly affect, 
positively or negatively. Efficiency analyses may prompt decision makers to con-
sider alternative program options, including taking no action when costs outweigh 
benefits. Efficiency analyses can provide significant value to independent evaluators 
as inputs to their broader evaluation studies—if they are implemented competently 
and transparently.

Practical applications of cost-effectiveness and cost-benefit analysis include 
 the following:

1. A retrospective social cost-benefit analysis was used for cholera 
vaccination in Sub-Saharan Africa. Based on economic and 
epidemiological data collected in Beira, Mozambique, the analysis 
compares the net economic benefits of three immunization strategies.  
 
(Source: Jeuland, M., M. Lucas, J. Clemens, and D. Whittington. 2009. “A 
Cost-Benefit Analysis of Cholera Vaccination Programs in Beira, 
Mozambique.” The World Bank Economic Review 23 (2): 235–67. https://
openknowledge.worldbank.org/handle/10986/4502.)

2. Cost-benefit analysis was used for the AGEXPORT, a rural value chains 
project in Guatemala, where local producer associations were supported 
financially to help their members produce high-quality coffee beans. Net 
benefits were broken down by small, medium-size, and large farms.  
 

https://openknowledge.worldbank.org/handle/10986/4502
https://openknowledge.worldbank.org/handle/10986/4502
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(Source: USAID [US Agency for International Development]. 2013. 
Economic Analysis of Feed the Future Investments—Guatemala. Washington, 
DC: USAID. https://www.usaid.gov/documents/1865/economic-analysis-
feed-future-investments-guatemala.)

3. Cost-benefit analysis was used for the Markets II program in Nigeria, 
where multiple interventions for poor rural farmers sought to improve 
their access to better inputs, adequate finance, better water management, 
appropriate technology, extension services, and improved nutritional 
uses of grown or purchased basic foods. The results at the farm level were 
aggregated and projected for a 10-year prognosis. 
 
(Source: USAID [US Agency for International Development]. 2015. Cost-
Benefit Analysis of USAID/Nigeria’s Markets II Program. Washington, DC: 
USAID. https://www.usaid.gov/documents/1865/cost-benefit-analysis-
usaidnigeria%E2%80%99s-markets-ii-program#overlay-context=what-
we-do/economic-growth-and-trade/promoting-sound-economic-
policies-growth/working-more.)

4. Cost-effectiveness analysis was used to compare multiple education 
interventions for increasing school attendance in Kenya. Each 
intervention was subjected to a randomized design and cost-benefit 
analysis. 
 
(Source: Kremer, M., and E. Miguel. 2004. “Worms: Identifying Impacts 
on Education and Health in the Presence of Treatment Externalities.” 
Econometrica 72: 159–217.)

5. An ex post cost-benefit analysis was used to assess the economic 
justification of 50 World Bank–financed dam projects. 
 
(Source: World Bank. 2005. Influential Evaluations: Detailed Case Studies. 
Washington, DC: World Bank. http://documents.worldbank.org/curated/
en/928001468330038416/pdf/328800Influent1luation1case1studies.pdf.)

6. A prospective cost-benefit analysis was applied on an earthquake 
vulnerability reduction project in Colombia. 
 
(Source: Ghesquiere, F., L. Jamin, and O. Mahul. 2006. “Earthquake 
Vulnerability Reduction Program in Colombia: A Probabilistic 
Cost-Benefit Analysis.” Policy Research Working Paper 3939, World 

http://documents.worldbank.org/curated/en/928001468330038416/pdf/328800Influent1luation1case1studies.pdf
http://documents.worldbank.org/curated/en/928001468330038416/pdf/328800Influent1luation1case1studies.pdf
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Bank, Washington, DC. https://openknowledge.worldbank.org/
handle/10986/8438.) 

7. Cost-benefit analysis was used to assess land fragmentation and its impact 
on the efficiency of resource use in rural Rwanda. 
 
(Source: Ali, D. A., K. Deininger, and L. Ronchi. 2015. “Costs and Benefits 
of Land Fragmentation: Evidence from Rwanda.” Policy Research Working 
Paper 7290, World Bank, Washington, DC. https://openknowledge.
worldbank.org/handle/10986/22163.)

8. A retroactive cost-benefit analysis was used in a reassessment of the 
welfare impact of rural electrification programs. 
 
(Source: World Bank. 2008. The Welfare Impact of Rural Electrification: 
A Reassessment of the Costs and Benefits. Washington, DC: World Bank. 
https://openknowledge.worldbank.org/handle/10986/6519.)

9. A retrospective cost-benefit analysis of six road projects was conducted in 
Argentina, Botswana, India, Kenya, the Lao People’s Democratic Republic, 
and Paraguay. The findings were used for scenario analysis to project 
economic viability of future road projects. 
 
(Source: Tsunokawa, K. 2010. Road Projects Cost Benefit Analysis: 
Scenario Analysis of the Effect of Varying Inputs. Working Paper 81577, 
World Bank, Washington, DC. https://openknowledge.worldbank.org/
handle/10986/27814.)
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2 Experimental Approach

BRIEF DESCRIPTION  
OF THE APPROACH

The primary purpose of experimental designs, commonly referred to as randomized 
controlled trials, is to provide an accurate estimate of (net) program effects. The 
defining feature of an experimental design is that people are allocated at random 
to either a treatment or a control group. Whereas the treatment group receives the 
program services, the control group receives regular or no services. The underlying 
logic of the random allocation is that any (observable and unobservable) differences 
among the treatment or the control groups are evenly distributed between the two 
groups. Accordingly, any observed outcome differences between the two groups can 
reasonably be attributed to the program being studied. In this way, experimental de-
signs can help determine whether (and the extent to which) a cause-effect relation 
exists between the program and the outcome.

Evaluation questions that experimental designs may answer include the following:

1. What is the net effect of the program?

2. How does the net effect of the program vary across subgroups  
of the population?

3. How much do program variations affect the net effect estimate?

THE MAIN VARIATIONS  
OF THE APPROACH

A survey of real-world applications of experimental designs reveals a number of 
design variations. One variant is multiarm designs, where participants are randomly 
allocated to one of several treatment groups or one of several control groups. This 
design variant is useful when comparing multiple program variations (that is, multiple 
treatments). Another common variant is the wait-list design (or pipeline design), where 
individuals are randomly allocated to immediate program admission or to a wait-list 
for later program admission, allowing both for accurate effect size estimates and for 
all the participants to receive the treatment by the end of the evaluation.

Experimental designs may also differ according to the level of randomization. 
Random allocation can be at the individual level (individual people are randomly 
assigned to treatment or control) or cluster level (groups of people [for example, 
communities, districts, or schools] are randomly assigned to treatment or control). 
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Cluster-level randomization is often applied when the program being studied is di-
rected at groups of people (for example, entire villages or communities), as opposed 
to specific individuals.

THE MAIN PROCEDURAL  
STEPS OF THE APPROACH

In practice, experimental designs consist of the following six steps: 

Identifying the target population for the program; 

Collecting baseline data on a representative sample of this population;

Randomly allocating the people in the sample to either the treatment or 
the control group; 

Implementing the program; 

Collecting outcome data on both groups (covering at least two data points 
over time); and 

Comparing outcome patterns between the treatment and the control group.

Data from experimental designs can be analyzed in many different ways. Random-
ization allows simple mean comparisons between the treatment group and the 
control group (or subgroups within these) to provide an estimate of the average 
program effect.

Another common technique is to compare gain scores, that is, to compute the aver-
age difference between the baseline and endline outcome measures for each group 
and then compare these averages for a mean difference score (this is also known as 
the difference-in-differences approach, which is described in more detail in guid-
ance note 3, Quasi-Experimental Approaches).

If the treatment and control group (despite randomization) differ on baseline char-
acteristics, statistical techniques such as multiple regression analysis can be applied 
to adjust for these differences when estimating the program effect. Finally, when 
combined with information on program costs, data from experimental designs can 
also support retrospective cost-effectiveness and cost-benefit analysis (see guidance 
note 1, Efficiency Analysis: Cost-Benefit and Cost-Effectiveness).
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THE ADVANTAGES AND DISADVANTAGES  
OF THE APPROACH

An experimental design is particularly relevant when answering evaluation ques-
tions related to program effectiveness, particularly the net effect of the program 
on a specific outcome or set of outcomes. If implemented well, the experimental 
design provides the most accurate estimate of the net program effect on selected 
outcomes. The reliance on random assignment enhances the internal validity of any 
causal claims produced by experimental designs (see internal validity in appendix A, 
Glossary of Key Terms). In this way, the design serves well to establish cause-effect 
relationships between a program and its outcomes.

Experimental designs also come with several practical and ethical challenges. First, 
the design relies on a very stable program implementation and a homogeneous tar-
get group to provide accurate program effect estimates. However, these conditions 
are difficult to maintain in practice and may even reduce the generalizability (exter-
nal validity) of the evaluation findings (see external validity in appendix A, Glossary 
of Key Terms). Second, estimates significantly improve with multiple data points. 
Pathways of change may be nonlinear and two data points (for example, before and 
after only) may be too limited for reliably estimating the net effect. A third com-
mon methodological concern is the possibility of contamination. Contamination 
can arise from the program itself as a result of spillover effects from individuals in 
the treatment and the control group influencing each other (own contamination). 
A fourth concern is that the focus of the analysis is restricted to one or more mea-
surable intended effects. Consequently, it is less suitable for assessing unintended 
effects. Finally, experimental designs are accurate only if two conditions are met: 
(i) The evolution or development of treatment and control groups is homogeneous 
throughout the intervention implementation. This includes homogeneity of inter-
vention across the treatment group. Otherwise, emerging systematic differences be-
tween the two groups may result in bias when the program effects are estimated. (ii) 
A certain level of statistical power is needed to reach statistical significance, under 
which the findings are not reliable. 

In addition to these practical challenges, the ethical implications of withholding 
program activities from people in the control group may pose a barrier; the use of 
wait-list (pipeline) designs, however, may alleviate this concern.
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THE APPLICABILITY  
OF THE APPROACH

When considering the use of experimental designs, evaluators must plan for the 
randomized assignment of treatment and control groups, and the collection of 
baseline data for comparison with data collected later. The evaluator therefore 
should be involved in the design and implementation stages of the evaluation. The 
evaluators also need to plan and budget for the time- and resource-consuming 
task of collecting data on both the treatment and the control group. Many types of 
evaluators will be involved in these early stages of an evaluation, including impact 
evaluation experts (typically researchers), internal agency evaluators, and external 
evaluators hired for this purpose. Yet, because of this early and direct engagement 
with the intervention, a typical IEO evaluator is very unlikely to be involved directly 
in an experimental design. Nevertheless, though impact evaluations are not typically 
managed by IEOs, credible randomized controlled trial studies can be very helpful as 
inputs to other types of retrospective studies on those same programs or as part of a 
sectorwide evaluation, as sources of evidence for a structured or systematic review. 
In fact, in lieu of direct involvement in impact evaluations, IEOs, such as the World 
Bank’s Independent Evaluation Group, do perform systematic reviews (or variations 
thereof), which draw on impact evaluations carried out by others to deepen the 
evidence base for sector and thematic evaluations (see guidance note 11, Structured 
Literature Reviews).

Despite their limitations, applications of experimental designs have over the years 
covered a broad range of programs and sectors in development evaluation, including 
the following:

1. An impact evaluation of an adolescent development program for girls in 
Tanzania used a multiarm experimental design. 
 
(Source: Buehran, N., M. Goldstein, S. Gulesci, M. Sulaiman, and V. Yam. 
2017. “Evaluation of an Adolescent Development Program for Girls in 
Tanzania.” Policy Research Working Paper 7961, World Bank, Washington, 
DC. http://documents.worldbank.org/curated/en/245071486474542369/
pdf/WPS7961.pdf.)

2. An experiment was used in the impact evaluation of a mobile point of 
service deposit collection for business owners in Sri Lanka. Self-employed 
individuals were randomly allocated to a treatment program offering 
weekly door-to-door savings deposit collection services and assistance 
opening bank accounts. 

http://documents.worldbank.org/curated/en/245071486474542369/pdf/WPS7961.pdf
http://documents.worldbank.org/curated/en/245071486474542369/pdf/WPS7961.pdf
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(Source: Callen, M., C. McIntosh, S. de Mel, and C. Woodruff. 2014. “What 
Are the Headwaters of Formal Savings? Experimental Evidence from 
Sri Lanka.” NBER Working Paper 20736, National Bureau of Economic 
Research, Cambridge, MA. https://www.povertyactionlab.org/evaluation/
impact-formal-savings-intervention-sri-lanka.)

3. An experiment was used to better understand the influence of psychic and 
economic barriers on vaccination rates. 
 
(Source: Sato, R., and Y. Takasaki. 2018. “Psychic vs. Economic Barriers 
to Vaccine Take-Up: Evidence from a Field Experiment in Nigeria.” 
Policy Research Working Paper 8347, World Bank, Washington, DC. 
http://documents.worldbank.org/curated/en/876061519138798752/pdf/
WPS8347.pdf.)

4. Randomized experiments were used in the evaluation of the Balsakhi 
remedial education program in Mumbai, India.  
 
(Source: Banerjee, A., S. Cole, E. Duflo, and L. Lindon. 2007. “Remedying 
Education: Evidence from Two Randomized Experiments in India.” 
Quarterly Journal of Economics 122 (3): 1235–64.)

5. The pipeline design using cluster (community) randomized allocation 
was applied in an evaluation of a conditional cash transfer program (the 
PROGRESA/Oportunidades program).  
 
(Source: Bamberger, M., and A. Kirk. 2009. Making Smart Policy: Using 
Impact Evaluation for Policy-Making: Case Studies on Evaluations That 
Influenced Policy. Doing Impact Evaluation 14. Washington, DC: World 
Bank. http://documents.worldbank.org/curated/en/239681468324546563/
Making-smart-policy-using-impact-evaluation-for-policy-making-case-
studies-on-evaluations-that-influenced-policy.)

6. Random allocation of interest rates was used in an evaluation of a loan 
and consumer credit program in South Africa.  
 
(Source: Karlan, D., and J. Zinman. 2003. “Interest Rates and Consumer 
Credit in South Africa.” Study Summary. New Haven, CT: Innovations for 
Poverty Action. https://www.poverty-action.org/printpdf/6326.)

https://www.povertyactionlab.org/evaluation/impact-formal-savings-intervention-sri-lanka
https://www.povertyactionlab.org/evaluation/impact-formal-savings-intervention-sri-lanka
http://documents.worldbank.org/curated/en/876061519138798752/pdf/WPS8347.pdf
http://documents.worldbank.org/curated/en/876061519138798752/pdf/WPS8347.pdf
http://documents.worldbank.org/curated/en/239681468324546563/Making-smart-policy-using-impact-evaluation-for-policy-making-case-studies-on-evaluations-that-influenced-policy
http://documents.worldbank.org/curated/en/239681468324546563/Making-smart-policy-using-impact-evaluation-for-policy-making-case-studies-on-evaluations-that-influenced-policy
http://documents.worldbank.org/curated/en/239681468324546563/Making-smart-policy-using-impact-evaluation-for-policy-making-case-studies-on-evaluations-that-influenced-policy
https://www.poverty-action.org/printpdf/6326
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7. An experiment was used in the evaluation of a rural microfinance 
program on agricultural and nonagricultural activities, income, and 
expenditures in Morocco.  
 
(Source: Bamberger, M., and A. Kirk. 2009. Making Smart Policy: Using 
Impact Evaluation for Policy-Making: Case Studies on Evaluations That 
Influenced Policy. Doing Impact Evaluation 14. Washington, DC: World 
Bank. http://documents.worldbank.org/curated/en/239681468324546563/
Making-smart-policy-using-impact-evaluation-for-policy-making-case-
studies-on-evaluations-that-influenced-policy.)

8. An experiment was used to evaluate the effectiveness of insecticide-
treated bed nets for malaria prevention in Kenya.  
 
(Source: Bamberger, M., and A. Kirk. 2009. Making Smart Policy: Using 
Impact Evaluation for Policy-Making: Case Studies on Evaluations That 
Influenced Policy. Doing Impact Evaluation 14. Washington, DC: World 
Bank. http://documents.worldbank.org/curated/en/239681468324546563/
Making-smart-policy-using-impact-evaluation-for-policy-making-case-
studies-on-evaluations-that-influenced-policy.)

9. An experiment was used in the evaluation of three mother-literacy 
interventions in rural India to improve child learning through increased 
mother literacy and direct encouragement of learning at home. Villages 
were randomly allocated to mother literacy interventions.  
 
(Source: Banerji, R., J. Berry, and M. Shortland. 2014. The Impact of 
Mother Literacy and Participation Programmes on Child Learning: Evidence 
from a Randomised Evaluation in India. 3ie Impact Evaluation Report 
16. New Delhi: International Initiative for Impact Evaluation. https://
www.3ieimpact.org/evidence-hub/publications/impact-evaluations/
impact-mother-literacy-and-participation-programmes.)

10. An experiment was used in an impact evaluation of a voucher program 
for out-of-school youth, to measure earnings, including wage earnings; 
self-employed profits; and labor market outcomes. Individual youth 
were randomly allocated to treatment in the form of a voucher for 
vocational training.  
 
(Source: Hamory, J., M. Kremer, I. Mbiti, and E. Miguel. 2016. Evaluating 
the Impact of Vocational Education Vouchers on Out-Of-School Youth 
in Kenya. 3ie Impact Evaluation Report 37. New Delhi: International 

http://documents.worldbank.org/curated/en/239681468324546563/Making-smart-policy-using-impact-evaluation-for-policy-making-case-studies-on-evaluations-that-influenced-policy
http://documents.worldbank.org/curated/en/239681468324546563/Making-smart-policy-using-impact-evaluation-for-policy-making-case-studies-on-evaluations-that-influenced-policy
http://documents.worldbank.org/curated/en/239681468324546563/Making-smart-policy-using-impact-evaluation-for-policy-making-case-studies-on-evaluations-that-influenced-policy
http://documents.worldbank.org/curated/en/239681468324546563/Making-smart-policy-using-impact-evaluation-for-policy-making-case-studies-on-evaluations-that-influenced-policy
http://documents.worldbank.org/curated/en/239681468324546563/Making-smart-policy-using-impact-evaluation-for-policy-making-case-studies-on-evaluations-that-influenced-policy
http://documents.worldbank.org/curated/en/239681468324546563/Making-smart-policy-using-impact-evaluation-for-policy-making-case-studies-on-evaluations-that-influenced-policy
https://www.3ieimpact.org/evidence-hub/publications/impact-evaluations/impact-mother-literacy-and-participation-programmes
https://www.3ieimpact.org/evidence-hub/publications/impact-evaluations/impact-mother-literacy-and-participation-programmes
https://www.3ieimpact.org/evidence-hub/publications/impact-evaluations/impact-mother-literacy-and-participation-programmes
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Initiative for Impact Evaluation. https://www.3ieimpact.org/evidence-
hub/publications/impact-evaluations/evaluating-impact-vocational-
education-vouchers-out.)
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The Abdul Latif Jameel Poverty Action Lab is a global research center working to 
reduce poverty by ensuring that policy is informed by scientific evidence. Anchored 
by a network of 194 affiliated professors at universities around the world, it conducts 
randomized impact evaluations to answer critical questions in the fight against 
poverty. https://www.povertyactionlab.org/about-j-pal; https://www.poverty-action.
org/about/randomized-control-trials.
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https://www.povertyactionlab.org/about-j-pal
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https://dimewiki.worldbank.org/wiki/Main_Page
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3 Quasi-Experimental Approach

BRIEF DESCRIPTION  
OF THE APPROACH

Like experimental designs, quasi-experimental designs are meant to provide an 
accurate estimate of (net) program effects. The main difference involves random 
assignment. Although random assignment is fundamental for experimental de-
sign, quasi-experiments do not rely on random assignment of people to establish 
treatment or comparison groups. Instead, quasi-experiments rely on a broad range 
of statistical techniques to construct treatment and comparison groups that are 
comparable in terms of a select set of baseline characteristics. For quasi-experimen-
tal designs, the term comparison group is often used instead of control group, which is 
the term used in experimental design with randomization.

As for randomized designs, evaluation questions that quasi-experimental designs 
may answer include the following:

1. What is the net effect of the program?

2. How does the net effect of the program vary across subgroups of the 
population?

3. How much do programmatic variations affect the net effect estimate?

THE MAIN VARIATIONS  
OF THE APPROACH

There are several quasi-experimental designs, and four common types are de-
scribed here.

In propensity score matching, people in the treatment group are matched with com-
parable people (sometimes referred to as “twins”) in the comparison group. The 
matching is based on the (observable) characteristics of the population believed 
to affect the probability of participating in the program, summarized in an overall 
score representing their propensity to be enrolled. The common support (or overlap-
ping) interval represents the range of propensity scores for which both enrolled and 
unenrolled units are available. The outcomes observed in these two groups are then 
compared to estimate the program effect. Matching may be applied at the individ-
ual or group level; for example, students could be matched with other students, or 
schools could be matched with other schools.
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In regression discontinuity designs, a program eligibility criterion (for example, in-
come level or test score) is used to construct comparable groups (ideally the pro-
gram eligibility criterion is not associated with other benefits—for example, other 
state benefits). The core idea of regression discontinuity design is that individuals 
immediately below the program cut-off score (those who were not accepted into the 
program) are similar to those immediately above the cut-off (those who were accept-
ed). To illustrate, consider a program where rural farmers above a specific income 
level are eligible for a tractor lease program. Those farmers just below the cut-off 
(the comparison group), although not admitted to the program, are likely to be 
comparable to those farmers immediately above the cut-off (the treatment group). 
A regression-based comparison of the difference in average outcomes for these two 
groups can be used to estimate the program effect.

The instrumental variable method uses a variable that is correlated with program 
participation (but not with the program outcome of interest) to adjust for factors 
affecting the likelihood of program participation. The program effect is then esti-
mated using a regression model containing the instrumental variable, among other 
relevant covariates.

The difference-in-differences method estimates the program effect by comparing the 
difference over time among nonparticipants with that among program participants 
(that is, the difference in the differences). This approach eliminates external deter-
minants of the outcome that are time-invariant for the treatment and comparison 
group during the program period.

THE MAIN PROCEDURAL  
STEPS OF THE APPROACH

This guide provides only broad descriptions of these four quasi-experimental ap-
proaches. Additional reading on these topics is advised for readers considering them. 
The basic steps for propensity score matching and regression discontinuity are pre-
sented in this section. But the steps for difference-in-differences and instrumental 
variable approaches require explanation of statistical and analytical steps that are 
outside of the scope of this guide. Many resources are readily available to describe 
the methods and steps, such as those from the International Initiative for Impact 
Evaluation, listed in Other Resources.

The procedural steps of quasi-experimental designs vary according to the way in 
which the treatment and comparison groups are constructed.

Propensity score matching generally involves the following five steps: 
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Making assumptions on the factors affecting participation in the program; 

Modeling the relevant variables with a logistic regression model explaining 
participation or exclusion; 

Estimating the propensity to participate in the program (for participants 
and nonparticipants); 

Matching participants and nonparticipants sharing similar propensity 
scores; and 

Comparing their evolution over the course of the program and thus esti-
mating program effects.

The regression discontinuity design consists of four steps: 

Identifying the margin around the cut-off score for program participation 
where individuals are comparable; 

Fitting a regression line on these individuals’ cut-off scores and outcome 
scores; 

Identifying any shift (discontinuity) in the regression line at the cut-off 
score; and 

Interpreting the size of the shift as the estimated program effect.

THE ADVANTAGES AND DISADVANTAGES  
OF THE APPROACH

Quasi-experimental designs are particularly relevant when the evaluation emphasis is 
on program effectiveness, and random assignment of people to treatment and control 
is not possible. In these situations, the quasi-experimental designs may provide the 
least biased program effect estimates, as compared with, for instance, nonexperi-
mental designs that usually have no or less robust comparison arrangements (see the 
Maryland Scientific Methods Scale in Other Resources for a ranking of treatment-com-
parison designs). Moreover, some quasi-experimental designs (for example, propensity 
score matching) can also be used retrospectively, that is, after the program has been 
implemented. However, baseline data are usually preferred. Many quasi-experimental 
designs, however, are attractive to evaluators who may have access to the data from 
an intervention but have no opportunity for direct involvement with the intervention 
(that is, in collecting baseline or endline data directly).

Quasi-experiments are not without shortcomings. One methodological weakness of 
quasi-experimental designs emerges from the lack of random assignment, potentially 
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resulting in treatment and comparison groups that are different in ways that may affect 
the estimated program effects. Because the construction of comparable groups solely 
by statistical means accounts for observable characteristics (or time-invariant unob-
servable differences), the extent to which estimates of program effects are influenced 
by unobserved differences is a persistent concern (see selection bias in appendix A, 
Glossary of Key Terms). Again, much depends on the availability of data and the num-
ber of data points for both treatment and comparison groups over time. Finally, even 
when the design is solid and the comparison group result is unbiased, accurate, and 
comparable with the treatment group result, the data might not be sufficiently precise, 
because a certain level of statistical power is needed to reach statistical significance.

THE APPLICABILITY  
OF THE APPROACH

The lack of random assignment is typical of most development programs. Quasi-ex-
periments are in practice more applicable in development contexts than experimen-
tal designs. However, other factors, including the requirement for baseline data for 
most quasi-experimental designs, make the approach less applicable to IEO oper-
ations. A further limit to the practical application of quasi-experimental designs is 
the time- and resource-consuming task of collecting data on both the program and 
the comparison groups.

Applications of quasi-experimental design include the following:

1. Propensity score matching was used to identify villages that were similar 
in socioeconomic terms as part of an evaluation of a conflict resolution 
program (Kecamatan) in Indonesia.  
 
(Source: Voss, John. 2008. “Impact Evaluation of the Second Phase of the 
Kecamatan Development Program in Indonesia.” Working Paper 45590, 
World Bank, Washington, DC. http://documents.worldbank.org/curated/
en/551121468048909312/Impact-evaluation-of-the-second-phase-of-
the-Kecamatan-development-program-in-Indonesia.)

2. Propensity score matching was used to match households (on background 
variables) as part of an impact evaluation on water and sanitary 
interventions in Nepal. 
 
(Source: Bose, R. 2009. “The Impact of Water Supply and Sanitation 
Interventions on Child Health: Evidence from DHS Surveys.” Paper 
presented at the Biannual Conference on Impact Evaluation, Colombo, 

http://documents.worldbank.org/curated/en/551121468048909312/Impact-evaluation-of-the-second-phase-of-the-Kecamatan-development-program-in-Indonesia
http://documents.worldbank.org/curated/en/551121468048909312/Impact-evaluation-of-the-second-phase-of-the-Kecamatan-development-program-in-Indonesia
http://documents.worldbank.org/curated/en/551121468048909312/Impact-evaluation-of-the-second-phase-of-the-Kecamatan-development-program-in-Indonesia
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Sri Lanka, April 22–23. https://editorialexpress.com/cgi-bin/conference/
download.cgi?db_name=FEMES09&paper_id=204.)

3. Propensity score matching combined with a difference-in-differences 
method was used to estimate the effect of a conditional cash transfer 
program in Chile that sought to improve several socioeconomic outcomes 
for families living in poverty.  
 
(Source: Martorano, Bruno, and Marco Sanfilippo. 2012. “Innovative 
Features in Conditional Cash Transfers: An Impact Evaluation of Chile 
Solidario on Households and Children.” Innocenti Working Paper 2012–
03, UNICEF Innocenti Research Centre, Florence. https://www.unicef-irc.
org/publications/656-innovative-features-in-conditional-cash-transfers-
an-impact-evaluation-of-chile-solidario.html.)

4. A regression discontinuity design was used in the evaluation of an 
educational program under the PROGRESA poverty alleviation program 
in Mexico City, where children were admitted on the basis of a household 
income index score. 
 
(Source: Buddelmeyer, Hielke, and Emmanuel Skoufias. 2004. “An 
Evaluation of the Performance of Regression Discontinuity Design 
on PROGRESA.” Policy Research Working Paper WPS 3386, World 
Bank, Washington, DC. http://documents.worldbank.org/curated/
en/124781468773348613/An-evaluation-of-the-performance-of-
regression-discontinuity-design-on-PROGRESA.)

5. An instrumental variable approach was used in a World Bank evaluation 
of an energy-efficiency program in Ethiopia that distributed compact 
fluorescent lamp bulbs free of charge to poor households.  
 
(Source: Costolanski, P., R. Elahi, A. Limi, and R. Kitchlu. 2013. “Impact 
Evaluation of Free-of-Charge CFL Bulb Distribution in Ethiopia.” Policy 
Research Working Paper 6383, World Bank, Washington, DC. http://
documents1.worldbank.org/curated/en/294421468032720712/pdf/
wps6383.pdf.)

6. An evaluation of the impact of minimum wages on employment used 
matched difference-in-differences estimates of the employment impact 
in select industries in Indonesia.  
 

https://editorialexpress.com/cgi-bin/conference/download.cgi?db_name=FEMES09&paper_id=204
https://editorialexpress.com/cgi-bin/conference/download.cgi?db_name=FEMES09&paper_id=204
https://www.unicef-irc.org/publications/656-innovative-features-in-conditional-cash-transfers-an-impact-evaluation-of-chile-solidario.html
https://www.unicef-irc.org/publications/656-innovative-features-in-conditional-cash-transfers-an-impact-evaluation-of-chile-solidario.html
https://www.unicef-irc.org/publications/656-innovative-features-in-conditional-cash-transfers-an-impact-evaluation-of-chile-solidario.html
http://documents.worldbank.org/curated/en/124781468773348613/An-evaluation-of-the-performance-of-regression-discontinuity-design-on-PROGRESA
http://documents.worldbank.org/curated/en/124781468773348613/An-evaluation-of-the-performance-of-regression-discontinuity-design-on-PROGRESA
http://documents.worldbank.org/curated/en/124781468773348613/An-evaluation-of-the-performance-of-regression-discontinuity-design-on-PROGRESA
http://documents1.worldbank.org/curated/en/294421468032720712/pdf/wps6383.pdf
http://documents1.worldbank.org/curated/en/294421468032720712/pdf/wps6383.pdf
http://documents1.worldbank.org/curated/en/294421468032720712/pdf/wps6383.pdf
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(Source: Alatas, V., and L. A. Cameron. 2003. “The Impact of Minimum 
Wages on Employment in a Low-Income Country: An Evaluation Using 
Difference-in-Differences Approach.” Policy Research Working Paper 
2985, World Bank, Washington, DC.)

7. The instrumental variable approach was applied to evaluate the impact of 
infrastructure development on economic growth and income distribution 
in Latin American countries.  
 
(Source: Calderon, C., and L. Serven. 2004. “The Effects of Infrastructure 
Development on Growth and Income Distribution.” Policy Research 
Working Paper 3400, World Bank, Washington, DC. http://documents1.
worldbank.org/curated/en/438751468753289185/pdf/WPS3400.pdf.)

8. An impact evaluation of a World Bank Credit Program on small and 
medium enterprises in Sri Lanka used propensity score matching for 
measuring program impact.  
 
(Source: Aivazian, V. A., and E. Santor. 2008. “Financial Constraints 
and Investment: Assessing the Impact of a World Bank Credit Program 
on Small and Medium Enterprises in Sri Lanka.” Canadian Journal of 
Economics 41 (2): 475–500.)

9. A regression discontinuity design was used in the evaluation of Burkinabé 
Response to Improve Girls’ Chances to Succeed, a two-year program 
aimed at improving girls’ access to primary school.  
 
(Source: Levy, D., M. Sloan, L. Linden, and H. Kazianga. 2009. Impact 
Evaluation of Burkina Faso’s BRIGHT Program. Washington, DC: 
Mathematica Policy Research. https://eric.ed.gov/?id=ED507466.)

10. A quasi-experimental design with propensity score–matched comparison 
villages was used in an impact assessment of a value chain development 
of bay leaf in Nepal.  
 
(Source: Shah, G. M., A. K. Nepal, G. Rasul, and F. Ahmad. 2018. “Value 
Chain Development of Bay Leaf in Nepal: An Impact Assessment.” Journal 
of Development Effectiveness 10 (2): 179–96.)

11. A propensity score matching method was used to adjust for baseline 
differences in a randomized controlled trial, comparing microfinance 
institution borrowers to those without any loans and those with loans 
from other sources.  

http://documents1.worldbank.org/curated/en/438751468753289185/pdf/WPS3400.pdf
http://documents1.worldbank.org/curated/en/438751468753289185/pdf/WPS3400.pdf
https://eric.ed.gov/?id=ED507466
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(Source: Inna, C., and I. Love. 2017. “Re-evaluating Microfinance—
Evidence from a Propensity-Score Matching.” Policy Research Working 
Paper 8028, World Bank, Washington, DC. http://documents.worldbank.
org/curated/en/707891492451043846/Re-evaluating-microfinance-
evidence-from-propensity-score-matching.)
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http://documents.worldbank.org/curated/en/707891492451043846/Re-evaluating-microfinance-evidence-from-propensity-score-matching
http://documents.worldbank.org/curated/en/707891492451043846/Re-evaluating-microfinance-evidence-from-propensity-score-matching
https://openknowledge.worldbank.org/handle/10986/25030
https://www.unicef-irc.org/publications/753-quasi-experimental-design-and-methods-methodological-briefs-impact-evaluation-no.html
https://www.unicef-irc.org/publications/753-quasi-experimental-design-and-methods-methodological-briefs-impact-evaluation-no.html
http://documents.worldbank.org/curated/en/124781468773348613/An-evaluation-of-the-performance-of-regression-discontinuity-design-on-PROGRESA
http://documents.worldbank.org/curated/en/124781468773348613/An-evaluation-of-the-performance-of-regression-discontinuity-design-on-PROGRESA
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Independent Evaluation Group | World Bank Group 45

4 Case Study Design

BRIEF DESCRIPTION  
OF THE APPROACH

The case study approach is a focused, in-depth examination of one or more specific 
and clearly defined cases (individuals, programs, organizations, communities, or 
even countries). The purpose of case studies in evaluation is often to explore and 
better understand how a program was implemented and to identify causal process-
es and configurations generating program outcomes, including contextual factors 
conditioning these. Case studies are particularly adept at documenting program 
contextual conditions, substantiating how and in what way the program generated 
(or failed to generate) one or more intended outcomes, and even producing insights 
about whether and how the program might make a difference in other settings, 
times, and populations (see analytical generalization in appendix A, Glossary of Key 
Terms). Case study is an umbrella term comprising several different design subtypes, 
many of which are discussed in this guide: process tracing, qualitative comparative 
analysis, participatory approaches, and (some) complex systems approaches are all 
case-based approaches and usually applied to a handful of cases at most.

Many types of evaluation questions can be answered by case studies, including the 
following:

1. How was the program implemented?

2. How and in what way did the program generate the observed effect?

3. Will the program make a difference in other settings,  
times, and populations?

A case study design in principle can be used for any type of evaluation question and 
is not restricted to causal questions.

THE MAIN VARIATIONS  
OF THE APPROACH

Case studies can be designed and implemented in many different ways. Some case 
study designs center on a single case; others include multiple cases. Case studies can 
be implemented at a single point in time or repeated over time (for example, before, 
during, and after program implementation). In terms of data collection, case studies 
may involve and be greatly improved by a broad range of qualitative and quantita-
tive methods, including combinations of these.



46 Evaluation of International Development Interventions | Chapter 3

Case studies may be further distinguished in purpose as illustrative (to describe a 
typical or abnormal case), theory-generating (to explore and generate hypotheses), 
theory testing (to test and revise hypotheses), and cumulative (to compare and syn-
thesize multiple cases).

Case study analyses may include within-case analysis, cross-case analysis, or some 
combination of these (see guidance notes 5, Process Tracing, and 6, Qualitative Com-
parative Analysis, for examples). There are many ways that case study data can be 
examined. These include strategies for identifying similarities and differences across 
cases; multiple data display tables for partitioning and grouping data in various 
ways, sometimes based on features of the included cases or time-ordered displays; 
and coding techniques for further qualitative or even statistical analyses.

THE MAIN PROCEDURAL  
STEPS OF THE APPROACH

A case study typically involves the following five steps: 

Identifying and defining the type of case(s) to be examined (this is also 
referred to as casing); 

Identifying the conditions or factors that will be studied in more depth in 
these case(s); 

Developing a case selection strategy; 

Collecting data on the selected case(s); and 

Analyzing the data using within-case or cross-case analytical techniques, or 
some combination of these.

A central step in case study design, and one that in practice is all too often treated 
less carefully than it deserves, is the selection of the case or the cases to be includ-
ed (step iii above). The purpose of the case study (and the type of information to 
be produced by it) should inform the selection of relevant cases. To illustrate, if the 
aim of the case study is to gauge the breadth of and variation among local program 
implementation processes, the case selection should focus on the program imple-
mentation processes considered most different on a set of relevant characteristics 
(for example, urban versus rural, small- versus large-scale cases). Conversely, if the 
aim of the case study is to better understand high-performing programs, a better 
case selection strategy could be to focus on these programs (as defined by one or 
more program goals). Finally, random selection is often inappropriate for case study 
selection, partly because the number of cases tends to be too low for randomization 
to balance out systematic differences.
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THE ADVANTAGES AND DISADVANTAGES  
OF THE APPROACH

There are several important advantages to case studies. Emphasizing in-depth 
analysis, case studies can identify and examine causal processes underlying pro-
grams (also known as mechanisms) and the context within which these processes 
are embedded (see guidance note 5, Process Tracing). In this way, case studies may 
generate hypotheses about these underlying processes, examine these in more detail 
within a single case or across multiple cases, and even identify the specific contextu-
al conditions on which these processes are contingent.

Another notable strength of case studies, particularly multiple–case study designs, 
is the opportunity to generalize findings beyond the programs studied (that is, these 
cases) to other programs that are similar on one or more salient characteristics (see 
analytical generalization in appendix A, Glossary of Key Terms).

There are also limitations. Commonly cited limitations include the absence of clear 
procedural guidelines for different variants of cases studies, the vulnerability of case 
studies to evaluator subjectivity (in part from lack of procedural formalization of 
case studies), the limited generalizability (of single–case study designs—see chap-
ter 2 for a discussion of the trade-offs between breadth and depth), and the practical 
challenge of time and effort needed to adequately carry out case studies (espe-
cially for mixed data collection methods across multiple cases). Finally, the case 
study design is also vulnerable to the analyst “cherry-picking” specific cases to find 
support for preestablished ideas about the program or to present the most dramatic 
cases (the poorest family, the most successful entrepreneur) rather than to present a 
broader range of cases.

THE APPLICABILITY  
OF THE APPROACH

The case study design can be applied in most settings and contexts. As such, case 
studies are highly applicable in development evaluation in general and IEO evalua-
tions specifically. Case studies may also complement other approaches and designs 
that tend to focus less on contextual conditions and how these interact with the 
program (for example, experimental or quasi-experimental designs).

Case studies are widely used in development evaluation; examples include the following:

1. Case studies and other approaches were used in an evaluation of citizen 
engagement mainstreaming in World Bank projects.  
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(Source: World Bank. 2018. Engaging Citizens for Better Development 
Results. Independent Evaluation Group. Washington, DC: World Bank. 
https://ieg.worldbankgroup.org/evaluations/engaging-citizens-better-
development-results.)

2. Multiple case studies, anchored in and framed by a program theory, were 
used to enhance the generalizability of findings from an evaluation of the 
Africa Routine Immunization program. This is a good example of theory-
informed case selection and use of within- and across-case analyses.  
 
(Source: Mookherji, S., and A. LaFond. 2013. “Strategies to Maximize 
Generalization from Multiple Case Studies: Lessons from the Africa 
Routine Immunization System Essentials (ARISE) Project.” Evaluation 19 
(3): 284–303.)

3. Six individual cases studies of cities (Bucaramanga, Colombia; 
Coimbatore, India; Kigali, Rwanda; Gaziantep, Turkey; Changsha, 
China; and Tangier, Morocco) were compared with each other to identify 
institutions and strategies that successful cities have relied on to spur 
economic development.  
 
(Source: Kulenovic, Z. J., and A. Cech. 2015. “Six Case Studies of 
Economically Successful Cities: Competitive Cities for Jobs and 
Growth.” Companion Paper 3, Washington, DC, World Bank. https://
openknowledge.worldbank.org/handle/10986/23573.)

4. A case study approach was used in a poverty and social impact evaluation 
of Tanzania’s crop boards reform. 
 
(Source: Beddies, S., M. Correia, S. Kolavalli, and R. Townsend. 2006. 
“Tanzania Crop Boards Reform.” In Poverty and Social Impact Analysis 
of Reforms: Lessons and Examples from Implementation, edited by A. 
Coudouel, A. Dani, and S. Paternostro, 491–520. Washington, DC: 
World Bank. http://regulationbodyofknowledge.org/wp-content/
uploads/2014/09/Coudouel_Poverty_and_Social.pdf.)

5. A case study approach was used to assess the impact of a government 
decision to close down subsidized wheat flour ration shops intended to 
provide wheat flour to low-income groups in Pakistan.  
 

https://ieg.worldbankgroup.org/evaluations/engaging-citizens-better-development-results
https://ieg.worldbankgroup.org/evaluations/engaging-citizens-better-development-results
https://openknowledge.worldbank.org/handle/10986/23573
https://openknowledge.worldbank.org/handle/10986/23573
http://regulationbodyofknowledge.org/wp-content/uploads/2014/09/Coudouel_Poverty_and_Social.pdf
http://regulationbodyofknowledge.org/wp-content/uploads/2014/09/Coudouel_Poverty_and_Social.pdf
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(Source: World Bank 2005. Influential Evaluations: Detailed Case Studies. 
Washington, DC: World Bank. http://documents.worldbank.org/curated/
en/928001468330038416/pdf/328800Influent1luation1case1studies.pdf.)

6. Case studies were used in the evaluation of the Children of Uruzgan 
Program in Afghanistan. The in-depth examination of the program 
development generated insights to inform program planning, decision-
making, and scale-up. 
 
(Source: Save the Children Australia. 2012. Access Restricted: A Review of 
Remote Monitoring Practices in Uruzgan Province. East Melbourne, Victoria: 
Save the Children Australia. https://resourcecentre.savethechildren.net/
node/8291/pdf/access-restricted-save-the-children.pdf.)

7. A case study design was used to conduct a preliminary evaluation of the 
potential costs and benefits of rehabilitation of the Nakivubo wetland, 
Kampala, Uganda.  
 
(Source: Turpie, J., L. Day, D. Gelo Kutela, G. Letley, C. Roed, and K. 
Forsythe. 2016. Promoting Green Urban Development in Africa: Enhancing 
the Relationship between Urbanization, Environmental Assets and Ecosystem 
Services. Washington, DC: World Bank. https://openknowledge.worldbank.
org/handle/10986/26425.)

8. A multiple–case study design of 14 water and sanitation policy initiatives 
(across seven countries) was used to identify when, why, and how 
sanitation utilities can work together toward specific policy outcomes.  
 
(Source: Kis, A. L., and M. Salvetti. 2017. Case Study—Alföldvíz, Hungary. 
WSS GSG Utility Turnaround Series, World Bank, Washington, DC. https://
openknowledge.worldbank.org/handle/10986/27982.)
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http://documents.worldbank.org/curated/en/928001468330038416/pdf/328800Influent1luation1case1studies.pdf
http://documents.worldbank.org/curated/en/928001468330038416/pdf/328800Influent1luation1case1studies.pdf
https://resourcecentre.savethechildren.net/node/8291/pdf/access-restricted-save-the-children.pdf
https://resourcecentre.savethechildren.net/node/8291/pdf/access-restricted-save-the-children.pdf
https://openknowledge.worldbank.org/handle/10986/26425
https://openknowledge.worldbank.org/handle/10986/26425
https://openknowledge.worldbank.org/handle/10986/27982
https://openknowledge.worldbank.org/handle/10986/27982
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5 Process Tracing

BRIEF DESCRIPTION  
OF THE APPROACH

Process tracing is a case-based approach for examining and describing the causal 
processes (also referred to as mechanisms) generating program outcomes. Its pur-
pose is to identify and empirically test the causal mechanisms connecting specific 
program components and a set of desired outcomes within a single case. Examining 
these processes supports fine-grained explanations of how and why programs gen-
erate specific outcomes. What differentiates this approach from most other theo-
ry-based ones is its focus on the assessment of evidence strength—the importance 
or value of given data and empirical observations to support or weaken specific 
theories. In this sense, process tracing can be considered a data analysis technique, 
particularly in its explicitly Bayesian version (see The Main Variations of the Ap-
proach section). Process tracing is conventionally applied in within-case analysis of 
single–case study designs.

Evaluation questions that process tracing may answer include the following:

1. How, under what circumstances, and why did the program generate the 
desired outcome(s)?

2. Which mechanism(s) generated the desired outcome(s)?

3. Are there alternative explanations for the desired outcome(s)?

THE MAIN VARIATIONS  
OF THE APPROACH

Two main variations of process tracing have been defined: a traditional, purely 
qualitative one and a qualitative-quantitative variant where confidence levels are 
formally defined and updated with the Bayes formula (known sometimes as contri-
bution tracing, Bayesian process tracing, process tracing with Bayesian updating, 
and, more recently, diagnostic evaluation). A secondary distinction concerns wheth-
er the investigation is conducted primarily from an inductive (theory-building) or 
deductive (theory-testing) perspective.

Theory-building process tracing aims to identify and describe causal processes 
through an empirical case. The core idea of the approach is simply to provide the 
best possible explanation of how the program outcomes came about within a specific 
local context.
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Theory-testing process tracing aims to test whether specified causal processes are 
supported by an empirical case. This approach may serve well to identify whether a 
specific (theoretically derived) mechanism is present in a case being studied within a 
specific local context.

Bayesian formalization can coexist with any process tracing variant and also any the-
ory-based evaluation approach, hence the more general term diagnostic (theory-based) 
evaluation. Although conceptually distinct, in practice, theory testing and theory 
building are usually combined, and there is often a back-and-forth exchange between 
theory and data across multiple iterations. Conversely, the distinction between tradi-
tional process tracing and the Bayesian version has considerable practical implications 
because the latter requires explicit establishment of confidence levels for a series of 
events concerning the theory and the empirical data in relation to the theory. Recent-
ly, process tracing has also been applied in multiple–case study designs.

THE MAIN PROCEDURAL  
STEPS OF THE APPROACH

There are four major steps in process tracing or diagnostic evaluation: 

Formulating the hypothesized mechanisms for the outcome; 

Specifying the observable data (in the form of patterns, timelines, traces, 
or accounts) that must be collected and analyzed to test for the presence of 
the mechanisms; 

Collecting relevant data; and 

Analyzing the collected data, considering the relative weight of evidence 
for the presence or absence of each hypothesized mechanism. In the fourth 
step, the evidence for each hypothesized mechanism is assessed using four 
tests (the straw-in-the-wind test, the hoop test, the smoking gun test, and 
the doubly decisive test), each of which provides different types of evidence 
(strong or weak, strengthening or weakening) for the mechanisms (see 
more detailed descriptions of these tests in appendix A, Glossary of Key 
Terms). In the Bayesian variant, confidence levels are often formalized in 
the fourth step.

Although process tracing is grounded in the qualitative tradition, the method is en-
tirely compatible with and in many situations improved by the use of a broad range 
of both qualitative and quantitative data, including documents, media transcripts, 
interview or focus group transcripts, and findings from surveys. The type of data 
to be collected can sometimes appear unusual in comparison with other approach-
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es, being akin to the type of evidence that may be produced in a court of law. The 
(formal or informal) Bayesian logic of the approach is indeed applied whenever 
the evidence must be rigorously evaluated to serve some probative function, and 
mysterious realities are to be understood or uncovered: in medical diagnosis, crime 
investigation, and courts of law.

THE ADVANTAGES AND DISADVANTAGES  
OF THE APPROACH

Process tracing serves well to develop and test hypotheses about the underlying 
processes generating program outcomes. As such, the method is particularly relevant 
when the aim of the evaluation is to explain how and under what circumstances a 
program works (or fails to work). A key strength of process tracing is that (especially in 
its Bayesian variant) it relies on a rigorous testing process where the probative value 
of data for given theories is established in a structured, transparent, and replicable 
manner. It thus has an advantage over similar approaches, particularly when theories 
are broad, vague, and ambiguous: the painstaking assessment of empirical data that 
the approach requires forces the evaluator to increase the precision and specificity of 
claims. By explicitly focusing on the weight of evidence in favor of or against specific 
mechanisms, the approach enhances the credibility of the conclusions drawn.

One limitation of process tracing is the difficulty of deciding how deep, how wide, and 
how far back to trace the causal processes. This limitation holds practical implications 
because the depth and breadth of the hypotheses considered determines the amount 
of data to be collected and analyzed (for best practice recommendations on this chal-
lenge, see Bennett and Checkel [2015] in Readings and Resources). This challenge can 
be mitigated with Bayesian formalization and by establishing an explicit confidence 
level at which the analysis is considered complete. Another challenge relates to the 
single-case nature of the analysis, which limits the generalizability of the findings. Fi-
nally, a practical obstacle is that the approach’s thirst for “forensic proof” may be met 
with resistance from stakeholders; for example, documentation that would prove the 
existence of important parts of processes or mechanisms might be withheld for lack of 
trust or because sharing it is considered a breach of confidentiality.

THE APPLICABILITY  
OF THE APPROACH

As a single–case study approach, the process tracing approach may be widely 
applicable in development evaluation in general and IEO evaluations specifical-
ly. Published applications of process tracing in development evaluation are few 
but growing:



54 Evaluation of International Development Interventions | Chapter 3

1. Process tracing was used to understand how citizen engagement affected 
intended outcomes in selected World Bank projects.  
 
(Source: World Bank. 2018. Engaging Citizens for Better Development 
Results. Independent Evaluation Group. Washington, DC: World Bank. 
https://ieg.worldbankgroup.org/evaluations/engaging-citizens-better-
development-results.)

2. Process tracing was used to examine the effects of local civil society–led 
gender-responsive budgeting on maternal health service delivery in 
Kabale district in rural Uganda. 
 
(Source: Bamanyaki, P. A., and N. Holvoet. 2016. “Integrating Theory-
Based Evaluation and Process Tracing in the Evaluation of Civil Society 
Gender Budget Initiatives.” Evaluation 22 (1): 72–90.)

3. Process tracing was used to understand how the influence process 
unfolded in an evaluation of the policy impact of the Uganda Poverty 
Conservation and Learning Group.  
 
(Source: D’Errico, S., B. Befani, F. Booker, and A. Giuliani. 2017. Influencing 
Policy Change in Uganda: An Impact Evaluation of the Uganda Poverty and 
Conservation Learning Group’s Work. London: International Institute for 
Environment and Development. http://pubs.iied.org/G04157/.)

4. Process tracing was used to evaluate the governance effectiveness of 
budget support interventions. 
 
(Source: Schmitt, J., and D. Beach. 2015. “The Contribution of Process 
Tracing to Theory-Based Evaluations of Complex Aid Instruments.” 
Evaluation 21 (4): 429–47.)

5. Process tracing was used to evaluate the policy impact of the Hunger and 
Nutrition Commitment Index. 
 
(Source: te Lintelo, D. J. H., T. Munslow, K. Pittore, and R. Lakshman. 2019. 
“Process Tracing the Policy Impact of ‘Indicators.’” European Journal of 
Development Research 32: 1338.)

6. Process tracing was used to assess a program’s contribution to reducing 
the number of minors working in the adult entertainment sector in Nepal.  
 

https://ieg.worldbankgroup.org/evaluations/engaging-citizens-better-development-results
https://ieg.worldbankgroup.org/evaluations/engaging-citizens-better-development-results
http://pubs.iied.org/G04157/
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(Source: Progress, Inc. and The Freedom Fund. 2020. Evaluation of the 
Central Nepal Hotspot Project Using the Process Tracing Methodology—
Summary Report. London and New York: The Freedom Fund. https://
freedomfund.org/our-reports/evaluation-of-the-central-nepal-hotspot-
project-using-the-process-tracing-methodology/.)

7. Process tracing was used to understand the mechanisms (in addition to 
price reduction) through which the sugar-sweetened beverage tax worked 
in Barbados.  
 
(Source: Alvarado, M., T. Penney, and J. Adams. 2019. “OP113 Seeking 
Causal Explanations in Policy Evaluation: An Assessment of Applying 
Process Tracing to the Barbados Sugar-Sweetened Beverage Tax 
Evaluation.” Journal of Epidemiology and Community Health 73: A53–A54.)

8. Process tracing was used to test the so-called kaleidoscope model 
of policy change. A set of 16 operational hypotheses identified the 
conditions under which food security interventions emerged on the 
policy agenda and were implemented in Zambia. 
 
(Source: Resnick, Danielle, Steven Haggblade, Suresh Babu, Sheryl 
L. Hendriks, and David Mather. 2018. “The Kaleidoscope Model of 
Policy Change: Applications to Food Security Policy in Zambia.” World 
Development 109: 101–20.)
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6 Qualitative Comparative Analysis

BRIEF DESCRIPTION  
OF THE APPROACH

Qualitative comparative analysis (QCA) is a case-based analytical approach for 
identifying the causal conditions (for example, contexts or specific program compo-
nents) that either individually or collectively generate a specific outcome. Its prima-
ry purpose is to identify and describe these causal conditions across a set of cases. 
This type of information is relevant to understanding and explaining how programs 
generate (or fail to generate) desired outcomes. What differentiates this approach 
from most other cross-case comparative methods is that it provides a specific set of 
algorithms to analyze data sets (usually in the form of a table). In this sense QCA 
can also be considered a data analysis technique. QCA is traditionally applied in 
cross-case analysis of multiple–case study designs.

Evaluation questions that QCA may answer include the following:

1. Under what circumstances did the program generate or not generate the 
desired outcome?

2. Which program components or ingredients (individually or collectively) 
are necessary or sufficient for the program outcome?

3. Are there alternative explanations for the desired outcome  
(or lack thereof)?

THE MAIN VARIATIONS  
OF THE APPROACH

In broad terms, there are two main variations of QCA: crisp-set QCA and fuzzy-set 
QCA. The distinction between them concerns how the causal conditions and out-
comes are coded in the cases being studied.

In the traditional crisp-set QCA, each causal condition (and the outcome of in-
terest) is coded as either present (1) or absent (0) in the cases to be analyzed. To 
illustrate, the use of a specific curriculum may be either present or absent in a given 
after-school program.

Fuzzy-set QCA uses more nuanced coding. It allows for causal conditions to be 
present or absent by degree. For instance, a specific causal condition may be fully 
implemented (coded 1), almost fully implemented (0.9), barely implemented (0.1), 
or not at all implemented (0). In the example of the after-school program, the use 
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of the curriculum across schools may likely vary by degree among the teachers, with 
some teachers using it often (full implementation) and others using it only occa-
sionally (barely implemented).

THE MAIN PROCEDURAL  
STEPS OF THE APPROACH

The application of QCA consists of seven steps: 

Identifying and defining the causal conditions and outcomes of interest; 

Assembling relevant data on each case included in the analysis (as in-
formed by the causal conditions and outcomes of interest); 

Coding each case according to the presence or absence (dichotomously or 
by degree) of each causal condition and outcome; 

Using QCA software to summarize all the different causal configurations 
present among the cases; 

Using QCA software to simplify the identified configurations into the es-
sential set of causal recipes eliciting a positive or negative outcome; 

Examining the consistency and empirical coverage of these recipes; and 

Reexamining the individual cases represented by each of the identified 
causal recipes to better understand the nature of the latter.

In practice, the steps are often applied iteratively, with the evaluator testing dif-
ferent causal models, perhaps moving back and forth between examination of the 
causal recipes identified and refining the way the cases have been coded.

Numerous software packages, some free of charge, are available for both crisp-set 
and fuzzy-set QCA (see Other Resources).

THE ADVANTAGES AND DISADVANTAGES  
OF THE APPROACH

Benefits of QCA include the ability to handle causal complexity (including conflict-
ing cases), to identify different combinations of necessary and sufficient conditions 
associated with the same outcome, and to help in explaining how the outcome is 
generated across a small, medium, or large set of cases. From an internal validity 
perspective, a noteworthy strength of QCA is that the formalization of the logical 
comparisons (using Boolean algebra) provides for a systematic, transparent, and 
fully replicable analysis of qualitative data. Moreover, synthesizing medium or large 
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data sets with QCA software allows for identification of general patterns in the data 
that would be impossible to capture manually. Finally, despite its generalization 
capabilities, QCA can be used with relatively small samples.

One possible limitation of QCA is that the method is difficult to use with a large 
number of causal conditions, especially when the set of available cases is small. 
Finding a good balance between consistency (the sufficiency of each pathway), 
coverage (the number of cases represented by the pathways), and parsimony or a 
manageable level of complexity of the findings usually requires that an experienced 
analyst work with the evaluation team on successive iterations and test increasing-
ly simple models while maintaining high coverage and consistency. Theory often 
plays a key role in the initial selection, but confirmation bias is avoided because the 
results can reject those assumptions very strongly if the theory is not supported 
empirically. Therefore multiple iterations are needed until a set of pathways is found 
that reaches the optimal balance among consistency, coverage, and complexity.

Two additional, perhaps more practical, challenges relate to (i) the need for highly 
comparable data across all the cases to start the analysis; and (ii) the amount of 
work needed for full transparency on how the cases are coded (especially when fuzzy 
sets are used and when the coding has not been highly structured) and to system-
atically compare the information available for each condition across all cases. The 
coding must be systematically traceable to case-level information for the analysis to 
be fully replicable.

THE APPLICABILITY  
OF THE APPROACH

The introduction of QCA in development evaluations is fairly recent. Grounded on 
multiple–case study design, the QCA approach is widely applicable in both develop-
ment evaluation in general and IEO evaluations specifically (the only requirement 
being the availability of comparable information across all cases). Examples include 
the following:

1. QCA was used to understand which factors contributed to a series of 
outcomes in carbon reduction interventions.  
 
(Source: World Bank. 2018. Carbon Markets for Greenhouse Gas 
Emission Reduction in a Warming World. Independent Evaluation 
Group. Washington, DC: World Bank. https://ieg.worldbankgroup.org/
evaluations/carbon-finance.)

https://ieg.worldbankgroup.org/evaluations/carbon-finance
https://ieg.worldbankgroup.org/evaluations/carbon-finance
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2. QCA was used in the impact evaluation of the Global Environment Facility / 
United Nations Development Programme Biodiversity, Protected Areas, 
and Protected Area Systems program.  
 
(Source: Befani, B. 2016. Pathways to Change: Evaluating Development 
Interventions with Qualitative Comparative Analysis (QCA). Report 05/16, 
EBA, Stockholm. http://eba.se/wp-content/uploads/2016/07/QCA_
BarbaraBefani-201605.pdf.)

3. QCA was applied in an evaluation of the effectiveness of gender-sensitive 
budget support in education.  
 
(Source: Holvoet, N., and L. Inberg. 2013. “Multiple Pathways to Gender-
Sensitive Budget Support in the Education Sector.” Working Paper 105, 
United Nations University World Institute for Development Economics 
Research, Helsinki.)

4. QCA was applied to better understand how and why Omar’s Dream—a 
program that aims to end child labor—worked.  
 
(Source: Millard, A., A. Basu, K. Forss, B. Kandyomunda, C. McEvoy, and A. 
Woldeyohannes. 2015. Is the End of Child Labour in Sight? A Critical Review 
of a Vision and Journey. Geneva: International Cocoa Initiative. https://
cocoainitiative.org/wp-content/uploads/2017/10/8_HIVOS.pdf.)

5. QCA was applied to identify factors affecting success in rendering water 
services sustainable.  
 
(Source: Welle, K., J. Williams, J. Pearce, and B. Befani. 2015. Testing the 
Waters: A Qualitative Comparative Analysis of the Factors Affecting Success 
in Rendering Water Services Sustainable Based on ICT Reporting. Brighton, 
UK: Institute of Development Studies and WaterAid. http://itad.com/wp-
content/uploads/2015/09/MAVC_WaterAid_FINAL-report.pdf.)

6. QCA was applied in a macro evaluation of 50 UK Department for 
International Development social accountability projects to better 
understand what works, for whom, in what contexts, and why. 
 
(Source: Holland, J., F. Schatz, B. Befani, and C. Hughes. 2016. Macro Evaluation 
of DFID’s Policy Frame for Empowerment and Accountability. Brighton, UK, and 
Washington, DC: ITAD. https://itad.com/wp-content/uploads/2017/06/EA-
Macro-Evaluation-Technical-report-Dec16-FINAL.pdf.)

http://eba.se/wp-content/uploads/2016/07/QCA_BarbaraBefani-201605.pdf
http://eba.se/wp-content/uploads/2016/07/QCA_BarbaraBefani-201605.pdf
https://cocoainitiative.org/wp-content/uploads/2017/10/8_HIVOS.pdf
https://cocoainitiative.org/wp-content/uploads/2017/10/8_HIVOS.pdf
http://itad.com/wp-content/uploads/2015/09/MAVC_WaterAid_FINAL-report.pdf
http://itad.com/wp-content/uploads/2015/09/MAVC_WaterAid_FINAL-report.pdf
https://itad.com/wp-content/uploads/2017/06/EA-Macro-Evaluation-Technical-report-Dec16-FINAL.pdf
https://itad.com/wp-content/uploads/2017/06/EA-Macro-Evaluation-Technical-report-Dec16-FINAL.pdf
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7. QCA was applied in an evaluation of a development cooperation program. 
 
(Source: Pattyn, V., A. Molenveld, and B. Befani. 2019. “Qualitative 
Comparative Analysis as an Evaluation Tool: Lessons from an Application 
in Development Cooperation.” American Journal of Evaluation 40 (1): 
55–74.)

8. QCA was used to learn lessons from community forest management, 
comparing and synthesizing ten such cases from Africa, Asia, and Latin 
America.  
 
(Source: Arts, Bas, and Jessica de Koning. 2017. “Community Forest 
Management: An Assessment and Explanation of Its Performance 
through QCA.” World Development 96: 315–25.)

9. QCA was used to synthesize fragmented studies, accumulate knowledge, 
and develop theory in water resource management. 
 
(Source: Mollinga, P., and D. Gondhalekar. 2014. “Finding Structure in 
Diversity: A Stepwise Small-N/Medium-N Qualitative Comparative 
Analysis Approach for Water Resources Management Research.” Water 
Alternatives 7 (1): 178–98. https://core.ac.uk/download/pdf/42549267.pdf.)

10. QCA has been recommended as a useful tool to understand the complex 
two-way relationship between migration and development. 
 
(Source: Czaika, Mathias, and Marie Godin. 2019. “Qualitative 
Comparative Analysis for Migration and Development Research.” 
MIGNEX Background Paper. Oslo: Peace Research Institute Oslo www.
mignex.org/d022.)

11. QCA was used to understand the reasons behind development research 
uptake. 
 
(Source: Scholz, Vera, Amy Kirbyshire, and Nigel Simister. 2016. “Shedding 
Light on Causal Recipes for Development Research Uptake: Applying 
Qualitative Comparative Analysis to Understand Reasons for Research 
Uptake.” London: INTRAC and CKDN. https://www.intrac.org/resources/
shedding-light-causal-recipes-development-research-uptake-applying-
qualitative-comparative-analysis-understand-reasons-research-uptake/.)

https://core.ac.uk/download/pdf/42549267.pdf
http://www.mignex.org/d022
http://www.mignex.org/d022
https://www.intrac.org/resources/shedding-light-causal-recipes-development-research-uptake-applying-qualitative-comparative-analysis-understand-reasons-research-uptake/
https://www.intrac.org/resources/shedding-light-causal-recipes-development-research-uptake-applying-qualitative-comparative-analysis-understand-reasons-research-uptake/
https://www.intrac.org/resources/shedding-light-causal-recipes-development-research-uptake-applying-qualitative-comparative-analysis-understand-reasons-research-uptake/
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12. QCA was used to understand why programs aimed at monitoring water 
quality succeed or fail. 
 
(Source: Peletz, Rachel, Joyce Kisiangani, Mateyo Bonham, Patrick 
Ronoh, Caroline Delaire, Emily Kumpel, Sara Marks, and Ranjiv Khush. 
2018. “Why Do Water Quality Monitoring Programs Succeed or Fail? A 
Qualitative Comparative Analysis of Regulated Testing Systems in Sub-
Saharan Africa.” International Journal of Hygiene and Environmental Health 
221 (6): 907–20.)
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ture Projects.” Evaluation 19 (1): 40–55. 

Other Resources

COMPASSS (COMPArative Methods for Systematic cross-caSe analySis) is a world-
wide network bringing together scholars and practitioners interested in the further 
development and application of configurational comparative and set-theoretical 
methods (crisp-set QCA, multivalue QCA, fuzzy-set QCA, and linked methods and 
techniques). www.compasss.org.

Ragin, C. C., K. A. Drass, and S. Davey. 2006. “Fuzzy-Set/Qualitative Comparative 
Analysis 2.0.” Department of Sociology, University of Arizona, Tucson. http://ww-

http://www.compasss.org
http://www.u.arizona.edu/~cragin/fsQCA/software.shtml
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w.u.arizona.edu/~cragin/fsQCA/software.shtml. This free online software facilitates 
crisp- and fuzzy-set QCA, including development of truth tables and complex, inter-
mediate, and parsimonious solutions. A user manual supports the application of the 
workbooks.

http://www.u.arizona.edu/~cragin/fsQCA/software.shtml
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7 Participatory Evaluation

BRIEF DESCRIPTION  
OF THE APPROACH

Participatory approaches emphasize stakeholder involvement (program staff and 
beneficiaries, among others) in all or most of the design, implementation, and re-
porting stages of an evaluation. Participatory evaluation is often motivated by the 
idea that actively involving stakeholders (including those affected by the program) 
in the evaluation process gives them a voice in how the evaluation is designed and 
implemented, promotes a sense of ownership and empowerment, and enhances 
the potential relevance and use of the evaluation. Participatory approaches tend to 
be more relevant when the primary purpose is to provide information for program 
improvement or organizational development and not necessarily to make definitive 
statements about program outcomes.

Evaluation questions that participatory approaches may answer include the following:

1. What are the primary goals or outcomes of the program from the 
perspective of different stakeholders?

2. What program services are needed? How are they best delivered?

3. How was the program implemented?

THE MAIN VARIATIONS  
OF THE APPROACH

Participatory approaches can be applied in combination with any other evaluation 
approach or method. Its many variations reach far beyond the scope of this guidance 
note. A distinction has been made between pragmatic and transformative participa-
tory approaches. Pragmatic approaches are motivated by the practical benefits of 
including stakeholders (including increased use of findings), and transformative 
approaches aim to change specific conditions for the stakeholders. One of the most 
widely used participatory approaches is utilization-focused evaluation (see Readings 
and Resources for more detailed information on this approach).
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THE MAIN PROCEDURAL  
STEPS OF THE APPROACH

Given the diversity of approaches and methods, a common set of procedural steps 
cannot be identified for participatory approaches to evaluation. However, a central 
step in all participatory approaches is carefully considering and defining the stake-
holders to be included (for example, those who benefit from the program, those who 
influence the implementation of the program, those who oppose the program), the 
scope and nature of their involvement, and their concrete role and responsibilities in 
the evaluation. The selection of which stakeholders to include (and, in effect, which 
not to include) is a core step in any participatory approach, and it holds significant 
methodological and ethical implications.

THE ADVANTAGES AND DISADVANTAGES  
OF THE APPROACH

Some potential benefits of participatory approaches include enhancing the cultural 
responsiveness and relevance of the evaluation, building capacity and empowering 
local stakeholders, and enhancing the authenticity and accuracy of the data and 
findings. To realize these benefits, though, careful consideration should be given to 
the stakeholders to be included (whose voices are included?); their intended role and 
purpose in the evaluation (are they identifying relevant questions, or are they con-
sulted in the collection and analysis of data?); the extent of their expected partici-
pation in the evaluation (what is the breadth and depth of the engagement?); how 
they will be involved in the different stages of the evaluation (what is the format of 
and process for their involvement?); the ability and capacity of the stakeholders to 
actively engage and participate (is skill development or training called for?); and the 
value of participation for the stakeholders.

Common concerns for participatory evaluation include the potential burden and 
cost of participation among the stakeholders (especially when these outweigh the 
associated benefits) and the difficulty of engaging stakeholders without reinforcing 
existing power hierarchies (participation might be biased toward specific groups of 
stakeholders). In multilevel, multisite evaluations, stakeholder participation must be 
weighed carefully against the costs and the potential benefits of including stake-
holders from across the (complex) program.
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THE APPLICABILITY  
OF THE APPROACH

Participatory approaches are highly applicable in development evaluation in general 
and for certain types of evaluation. IEOs generally would not have direct involve-
ment with the intervention or its stakeholders. In practice, this means that several 
variations of participatory evaluation are not applicable. Nonetheless, creative 
applications of participatory approaches that safeguard independence and the 
efficient incorporation of stakeholder inputs into IEO evaluations are encouraged in 
most IEOs today. The implementation of participatory approaches requires in-depth 
knowledge of the context of the stakeholders (especially in relation to the program) 
and facilitation skills to manage stakeholder interactions (see also guidance note 13, 
Focus Group).

The practical applications of participatory approaches cover a broad range of pro-
grams and sectors:

1. Participatory assessment was used as part of an evaluation of the 
effectiveness of a water and sanitation program in Flores, Indonesia. 
Marginalized groups, women, and the poor were included through local 
gender-balanced teams of evaluators.  
 
(Source: Sijbesma, Christine, Kumala Sari, Nina Shatifan, Ruth Walujan, 
Ishani Mukherjee, and Richard Hopkins. 2002. Flores Revisited: 
Sustainability, Hygiene and Use of Community-Managed Water Supply 
and Sanitation and the Relationships with Project Approaches and Rules. 
Delft: IRC International Water and Sanitation Centre; Jakarta: WSP-EAP. 
https://www.ircwash.org/sites/default/files/Sijbesma-2002-Flores.pdf.)

2.  Participatory assessment approaches have been used by the World Bank 
to assess beneficiaries’ experiences and perceived benefits of agricultural 
programs in countries such as Ghana, Guinea, Mali, and Uganda.  
 
(Source: Salmen, L. F. 1999. “The Voice of the Farmer in Agricultural 
Extension. A Review of Beneficiary Assessment of Agricultural Extension 
and an Inquiry into Their Potential as a Management Tool.” AKIS 
Discussion Paper, World Bank, Washington, DC. http://documents.
worldbank.org/curated/en/776431468322742990/pdf/multi0page.pdf.)

3. In the Uganda Participatory Poverty Assessment Process, local people 
were consulted in 36 rural and urban sites in nine districts in Uganda. In 
this assessment, “voices” and perspectives of the poor were brought to 

https://www.ircwash.org/sites/default/files/Sijbesma-2002-Flores.pdf
http://documents.worldbank.org/curated/en/776431468322742990/pdf/multi0page.pdf
http://documents.worldbank.org/curated/en/776431468322742990/pdf/multi0page.pdf
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the fore to influence district and national planning, implementation, and 
monitoring.  
 
(Source: Uganda Participatory Poverty Assessment Process. 2002. 
“Deepening the Understanding of Poverty—Second Participatory Poverty 
Assessment.” Kampala: Uganda Ministry of Finance, Planning and 
Economic Development. http://www.participatorymethods.org/sites/
participatorymethods.org/files/deepning%20the%20understanding%20
of%20poverty.pdf.)

4. A participatory ethnographic evaluation and research approach was used 
in Cambodia and Myanmar to help inform program design by gaining an 
in-depth understanding of the sexual partners and clients of informal sex 
workers.  
 
(Source: World Bank. 2007. Tools for Institutional, Political, and Social 
Analysis of Policy Reform. A Sourcebook for Development Practitioners. 
Washington, DC: World Bank. https://siteresources.worldbank.org/
EXTTOPPSISOU/Resources/1424002-1185304794278/TIPs_Sourcebook_
English.pdf.)

5. Participatory wealth ranking was applied to almost 10,000 households to 
assess the number of poor households and their level of poverty in rural 
South Africa. Local perceptions of poverty were used to generate a wealth 
index of asset indicators.  
 
(Source: Hargreaves, J. R., L. A. Morison, J. S. S. Gear, M. B. Makhubele, 
J. Porter, J. Buzsa, C. Watts, J. C. Kim, and P. M. Pronk. 2007. “‘Hearing 
the Voices of the Poor’: Assigning Poverty Lines on the Basis of Local 
Perceptions of Poverty: A Quantitative Analysis of Qualitative Data from 
Participatory Wealth Ranking in Rural South Africa.” World Development 
35 (2): 212–19.)

6. A participatory approach was used in the development and application 
of a self-assessment of household livelihood viability index in Ethiopia. 
Qualitative case studies of livelihoods in select villages and group 
discussions with people from these villages were used in the development 
of the self-assessment tool.  
 
(Source: Chambers, R. 2007. “Who Counts? The Quiet Revolution of 
Participation and Numbers.” Working Paper 296, IDS, Brighton. https://
opendocs.ids.ac.uk/opendocs/handle/20.500.12413/398.)

http://www.participatorymethods.org/sites/participatorymethods.org/files/deepning%20the%20understanding%20of%20poverty.pdf
http://www.participatorymethods.org/sites/participatorymethods.org/files/deepning%20the%20understanding%20of%20poverty.pdf
http://www.participatorymethods.org/sites/participatorymethods.org/files/deepning%20the%20understanding%20of%20poverty.pdf
https://siteresources.worldbank.org/EXTTOPPSISOU/Resources/1424002-1185304794278/TIPs_Sourcebook_English.pdf
https://siteresources.worldbank.org/EXTTOPPSISOU/Resources/1424002-1185304794278/TIPs_Sourcebook_English.pdf
https://siteresources.worldbank.org/EXTTOPPSISOU/Resources/1424002-1185304794278/TIPs_Sourcebook_English.pdf
https://opendocs.ids.ac.uk/opendocs/handle/20.500.12413/398
https://opendocs.ids.ac.uk/opendocs/handle/20.500.12413/398
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Other Resources

The Most Significant Change method is a form of participatory monitoring and 
evaluation, where many project stakeholders both choose the sorts of change to be 
recorded and analyze the data. It provides data on impact and outcomes that can be 
used to help assess the overall performance of a program. https://www.odi.org/pub-
lications/5211-strategy-development-most-significant-change-msc.

Participatory Learning and Action is a journal published by the International Insti-
tute for Environment and Development in collaboration with the Institute of Devel-
opment Studies. https://www.iied.org/participatory-learning-action-pla.

The Participatory Methods website, managed by the Participation, Inclusion and 
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to generate ideas and action for inclusive development and social change, including 
participatory approaches to program design, monitoring, and evaluation. https://
www.participatorymethods.org/.
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https://www.odi.org/publications/5211-strategy-development-most-significant-change-msc
https://www.iied.org/participatory-learning-action-pla
https://www.participatorymethods.org/
https://www.participatorymethods.org/
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The US Agency for International Development’s MEASURE Evaluation project has 
a stakeholder engagement tool that provides an organizing framework for identi-
fying stakeholders; defining stakeholder roles and resources; assessing stakeholder 
interests, knowledge, and positions; creating an engagement plan; and tracking 
stakeholder engagement, among other things. https://www.measureevaluation.org/
resources/publications/ms-11-46-e.

https://www.measureevaluation.org/resources/publications/ms-11-46-e
https://www.measureevaluation.org/resources/publications/ms-11-46-e
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8 System Mapping and Dynamics

BRIEF DESCRIPTION  
OF THE APPROACH

System mapping and dynamics are visual approaches for better understanding the 
systemic nature of programs embedded in their contexts. The primary purpose of 
system mapping is to describe the different components of a system (microlevel con-
tent) and how these are connected (macrolevel structure). In logical extension, the 
purpose of system dynamics is to understand and describe how different microsystem 
components interact to generate macrolevel change (dynamic). In evaluation, sys-
tem mapping and dynamics are particularly relevant for understanding, for example, 
the institutional, social, economic, and cultural aspects of the context in which a 
program operates and how they influence how the program works. This supports a 
better understanding of the nature and impact of complex programs.

Evaluation questions that system mapping and system dynamics may answer in-
clude the following:

1. How do program stakeholders interact among themselves and with their 
surroundings? How does this affect the program outcome?

2. How is the program affected by the wider, complex, systemic context it is 
embedded in? How does it adapt to its environment over time?

THE MAIN VARIATIONS  
OF THE APPROACH

System mapping may focus on a broad range of systems. To illustrate, system maps 
may be in the form of actor maps (describing how individuals or groups influencing 
a system are connected), mind or issue maps (describing trends and connections 
among different political, organizational, and cultural perspectives or issues), or 
causal loop diagrams (describing the causal pathways and dynamics within a system 
of interest), or even a combination of these.

System dynamics may vary in terms of the scope and level of detail aimed at in the 
description of the system, though it always entails breathing life into some sort of 
system map and making it dynamic. It requires the specification and use of system 
components interacting with each other. Some applications of system dynamics use 
causal loop diagrams as a complementary precursor to the development of stock-
flow diagrams or Bayesian belief networks. Agent-based modeling focuses on inter-
actions among agents occupying specific locations on a gridlike space.
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THE MAIN PROCEDURAL STEPS  
OF THE APPROACH

System mapping involves four procedural steps: 

Defining the type of system and elements to be mapped; 

Specifying the boundaries of the map (what is within and outside the sys-
tem of interest?); 

Often facilitating a workshop with stakeholders to identify the microlevel 
interacting elements that form the system and their behavior; and 

Finalizing the map.

Making system maps dynamic involves four major steps: 

Identifying the specific causal relationships to be modeled; 

Developing a working hypothesis of the microlevel causal relationships 
among system elements—these might be, for example, “stocks” (such as the 
number of vaccines) and “flows” (such as the rate of issuing vaccines, in-
terest in vaccines) that collectively make up the macrolevel causal dynamic 
(such as increased poultry vaccinations)—or assigning characteristics and 
rules of behavior to agents; 

Empirically validating and refining the model by collecting data, presenting 
and discussing the model with relevant stakeholders, or both; and 

Presenting and using the refined model for future program planning and 
design.

THE ADVANTAGES AND DISADVANTAGES  
OF THE APPROACH

For evaluating programs characterized by significant causal complexity, system 
mapping is particularly valuable. The visual aspect of system mapping puts com-
plex concepts and relationships into simpler pictorial representations. It becomes 
possible to visualize and describe nonlinear feedback loops, delays in outcomes, and 
unexpected collective outcomes that result from countless and complex microint-
eractions. This type of information supports program decision-making and design 
leading toward sustainable, systemic change.

System mapping and dynamics come with several challenges. The focus on defining 
and examining system boundaries is one of the most important and most difficult el-
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ements of the approaches. In real-world programs, it can often be difficult to define 
the boundaries of the system, and in effect the boundaries of the map or model, be-
fore the data collection. This happens in part because modeling real-world systems 
necessarily involves the imposition of a boundary that in some sense is arbitrary. In 
practice, then, the system boundaries may not solidify until data have been collect-
ed and examined. There is often confusion between either understanding complex 
relations or more faithfully representing an empirical reality. In addition, making 
systems dynamic requires technical expertise and the ability to use relevant soft-
ware (for example, iThink, Vensim, and NetLogo).

THE APPLICABILITY  
OF THE APPROACH

Recently, there has been a surge of interest in systemic approaches to evaluation. 
System mapping is highly applicable to most evaluation settings, including IEOs, 
especially given the complexity of many of the interventions (sectors, themes, and 
so on) being evaluated. Many seasoned and newer evaluators would benefit from 
learning and employing this approach, but practical applications in development 
contexts are still relatively rare. Examples include the following:

1. System mapping was used in an evaluation for the humanitarian 
aid organization CARE. CARE engaged in a project to improve the 
organization’s systems. System maps were used to help set data 
collection priorities and to guide data collection planning.  
 
(Source: Coffman, J., and E. Reed. 2009. “Unique Methods in Advocacy 
Evaluation.” Methods Brief, Innovation Network, Washington, DC. http://
www.pointk.org/resources/files/Unique_Methods_Brief.pdf.)

2. System dynamics was used in an evaluation of a malaria control program 
in Bolivia.  
 
(Source: Newman, J., M. A. Velasco, L. Martin, and A. M. Fantini. 2003. “A 
System Dynamics Approach to Monitoring and Evaluation at the Country 
Level: An Application to the Evaluation of Malaria-Control Programs in 
Bolivia.” Paper presented at the Fifth Biennial World Bank Conference on 
Evaluation and Development, Washington, DC, 15—16 July. http://www.
csdnet.aem.cornell.edu/papers/newman.pdf.)

3.  A systems approach was applied in an evaluation of a peacebuilding 
initiative in Ghana, Guinea-Bissau, and Kosovo.  

http://www.pointk.org/resources/files/Unique_Methods_Brief.pdf
http://www.pointk.org/resources/files/Unique_Methods_Brief.pdf
http://www.csdnet.aem.cornell.edu/papers/newman.pdf
http://www.csdnet.aem.cornell.edu/papers/newman.pdf
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(Source: Chigas, D., and P. Woodrow. 2014. “Systems Thinking in Peace 
Building Evaluations: Applications in Ghana, Guinea-Bissau and Kosovo.” 
In Evaluation Methodologies for Aid in Conflict, edited by O. W. Andersen, 
B. Bull, and M. Kennedy, 175–97. London, UK: Routledge.)

4. System dynamics modeling was used to compare the observed 
postprogram situation with a hypothetical nonintervention scenario as 
part of an impact evaluation of a private sector development program. 
 
(Source: Derwisch, S., and P. Löwe. 2015. “Systems Dynamics Modeling in 
Industrial Development Evaluation.” IDS Bulletin 46 (1): 44–57.)

5. A system dynamics model was used to evaluate the potential requirements 
and implications on the health systems of the ambitious antiretroviral 
therapy scale-up strategy in Lusaka, Zambia.  
 
(Source: Grove, J. T. 2015. “Aiming for Utility in ‘Systems-Based 
Evaluation’: A Research-Based Framework for Practitioners.” IDS Bulletin 
46 (1): 58–70.)
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78 Evaluation of International Development Interventions | Chapter 3

9 Outcome Mapping and Outcome Harvesting

BRIEF DESCRIPTION  
OF THE APPROACH

Outcome mapping is a participatory approach for program planning, design, evalua-
tion, and monitoring that centers on the outcomes of individuals, groups, or organi-
zations with which the program has direct contact. Outcome harvesting is a qualita-
tive approach that relies on testimonies from key program stakeholders to identify, 
formulate, and make sense of program outcomes (both intended and unintended).

Evaluation questions that outcome mapping and outcome harvesting may answer 
include the following:

1. What key program partners can influence the program implementation 
and performance?

2. What are the primary goals or outcomes of the program from the 
perspective of different stakeholders?

3. What did the program achieve that was either intended or unintended?

4. What, if any, program or stakeholder processes and activities contributed 
to the outcomes?

THE MAIN VARIATIONS  
OF THE APPROACH

Both outcome mapping and harvesting emphasize program learning and stakehold-
er collaboration. Whereas outcome mapping primarily focuses on the program or 
stakeholder processes that contribute to specific, prespecified outcomes, outcome 
harvesting focuses more deliberately on uncovering hidden or unexpected outcomes 
as identified by stakeholders. In marked contrast with outcome mapping, outcome 
harvesting does not focus on preestablished outcomes or progress markers, allowing 
instead the primary program outcomes to be identified and described ex post by the 
stakeholders.

Outcome mapping can be conducted prospectively or ex ante to identify what 
different stakeholders consider the intended or expected outcomes, while outcome 
harvesting is conducted retrospectively or ex post, with different stakeholders deter-
mining which outcomes have been realized.
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THE MAIN PROCEDURAL  
STEPS OF THE APPROACH

Outcome mapping develops in three stages. In the design phase, the program vision or 
mission, intended changes (and change processes), and key stakeholders (referred to 
as boundary partners) are identified. The second step, program monitoring, involves 
ongoing self-assessment of the progress of the program toward the desired changes. 
The monitoring phase, aimed at learning and adaptation, is structured around specific 
progress markers and emphasizes the program strategy and activities contributing to 
these. In the third and final stage, the evaluation plan and priorities are developed to 
emphasize further program and stakeholder development. These three stages have 
been formalized into 12 specific operational steps.

Outcome harvesting typically involves the following six steps: 

Designing the harvest, which involves deciding on the questions to be ad-
dressed, which then inform decisions on whom to collect outcome informa-
tion from and the type of outcome information to be collected; 

Harvesting outcome testimonies through existing documents, surveys, 
interviews, or some combination of these; 

Formulating, sharing, and refining outcome stories with change agents (for 
example, program staff); 

Substantiating and validating the outcome stories with independent indi-
viduals who have knowledge of the outcomes; 

Analyzing the final set of revised outcome stories in relation to the initial 
questions motivating the outcome harvest; and 

Supporting the use of findings (for example, by connecting stories with 
decision-making on program refinements).

THE ADVANTAGES AND DISADVANTAGES  
OF THE APPROACH

Outcome mapping and harvesting are both appropriate for better understanding 
the changes that are occurring among stakeholders with immediate, direct program 
contact. They also are useful when the emphasis is on stakeholder collaboration 
and capacity building and on the relative contribution of the program, that is, the 
program’s effects in combination with other causal factors (as opposed to its quanti-
fiable net effect). Although outcome mapping (as a prospective approach) is most ef-
fective for the planning stages of an evaluation, outcome harvesting (as a retroactive 
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approach) reaches beyond planning and into the implementation of the evaluation. 
Both approaches also serve well to identify unintended consequences of a program 
and other contributing factors to observed outcomes.

Limitations to outcome mapping and harvesting include the relatively light ex-
amination of the wider outcomes and influences of the program. This trade-off 
is necessary given the explicit focus on stakeholders with direct program contact 
and the parallel emphasis on immediate program outcomes. The causal inference 
aspects are also scientifically weak, with no causal model being explicitly used to 
assess contributions to outcomes. In addition, the connection between empirical 
observations and theories is weak: it is unclear how data become evidence of an 
outcome and how strongly they support theories. Another more practical challenge 
is the collaborative inclusion of stakeholders, which often requires resources and 
time for training and facilitation. As in participatory evaluation more broadly, this 
makes outcome mapping and outcome harvesting more difficult to use in complex 
(multilevel, multisite) programs.

THE APPLICABILITY  
OF THE APPROACH

Both outcome mapping and harvesting are widely used in development evaluation in 
general. A practical difficulty in their employment by IEOs, however, is their neces-
sarily participatory nature. As such, outcome mapping and harvesting are often used 
in development evaluation by teams directly involved in (often relatively small-
scale) interventions or directly working with project teams to provide outcome 
mapping services (such as evaluators providing advisory services).

Examples include the following:

1. Outcome mapping was used in a women’s health and empowerment 
program in India to document and assess women’s own capacity 
development in gender issues, monitoring and evaluation, and applied 
research.  
 
(Source: Earl, S., F. Carden, and F. Smutylo. 2001. Outcome Mapping: Building 
Learning and Reflection into Development Programs. Ottawa: International 
Development Research Centre. https://www.idrc.ca/en/book/outcome-
mapping-building-learning-and-reflection-development-programs.)

2. Outcome mapping was used to identify changes in stakeholder attitudes 
toward the forest and their agricultural land as part of an evaluation of 
the Caja Andina Project in Ecuador.  

https://www.idrc.ca/en/book/outcome-mapping-building-learning-and-reflection-development-programs
https://www.idrc.ca/en/book/outcome-mapping-building-learning-and-reflection-development-programs
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(Source: Smutylo, T. 2005. “Outcome Mapping: A Method for Tracking 
Behavioral Changes in Development Programs.” ILAC Brief 7 (August), 
Consultative Group on International Agricultural Research, Montpellier, 
France. https://cgspace.cgiar.org/bitstream/handle/10568/70174/ILAC_
Brief07_mapping.pdf?sequence=1&isAllowed=y.)

3. Outcome mapping was used to develop a monitoring framework for 
agricultural market development projects in Bolivia, Ecuador, and Peru.  
 
(Source: Smutylo, T. 2005. “Outcome Mapping: A Method for Tracking 
Behavioral Changes in Development Programs.” ILAC Brief 7 (August), 
Consultative Group on International Agricultural Research, Montpellier, 
France. https://cgspace.cgiar.org/bitstream/handle/10568/70174/ILAC_
Brief07_mapping.pdf?sequence=1&isAllowed=y.)

4. Outcome harvesting was used to identify and analyze unintended 
outcomes arising from the Alliances Lesser Caucasus Programme’s 
activities in the dairy industry in Kvemo Kartli, Georgia.  
 
(Source: USAID [US Agency for International Development]. 2016. 
“Testing Tools for Assessing Systemic Change: Outcome Harvesting—
The ALCP Project in the Georgian Dairy Industry.” LEO Report 43, 
USAID, Washington, DC. https://www.marketlinks.org/sites/marketlinks.
org/files/resource/files/Report_No._43_-_SC_Tool_Trial_Outcome_
Harvesting_-_508_compliant3.pdf.)

5. Outcome harvesting was used to improve governance in pharmaceutical 
procurement and supply chain management in Kenya, Tanzania, and 
Uganda.  
 
(Source: World Bank. 2014. Cases in Outcome Harvesting: Ten Pilot 
Experiences Identify New Learning from Multi-Stakeholder Projects to 
Improve Results. Washington, DC: World Bank. https://openknowledge.
worldbank.org/handle/10986/20015.)

6. Outcome harvesting was used in an evaluation of a program developing 
capacity and delivering results in public sector reform in Burundi.  
 
(Source: World Bank. 2014. Cases in Outcome Harvesting: Ten Pilot 
Experiences Identify New Learning from Multi-Stakeholder Projects to 

https://cgspace.cgiar.org/bitstream/handle/10568/70174/ILAC_Brief07_mapping.pdf?sequence=1&isAllowed=y
https://cgspace.cgiar.org/bitstream/handle/10568/70174/ILAC_Brief07_mapping.pdf?sequence=1&isAllowed=y
https://cgspace.cgiar.org/bitstream/handle/10568/70174/ILAC_Brief07_mapping.pdf?sequence=1&isAllowed=y
https://cgspace.cgiar.org/bitstream/handle/10568/70174/ILAC_Brief07_mapping.pdf?sequence=1&isAllowed=y
https://www.marketlinks.org/sites/marketlinks.org/files/resource/files/Report_No._43_-_SC_Tool_Trial_Outcome_Harvesting_-_508_compliant3.pdf
https://www.marketlinks.org/sites/marketlinks.org/files/resource/files/Report_No._43_-_SC_Tool_Trial_Outcome_Harvesting_-_508_compliant3.pdf
https://www.marketlinks.org/sites/marketlinks.org/files/resource/files/Report_No._43_-_SC_Tool_Trial_Outcome_Harvesting_-_508_compliant3.pdf
https://openknowledge.worldbank.org/handle/10986/20015
https://openknowledge.worldbank.org/handle/10986/20015
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Improve Results. Washington, DC: World Bank. https://openknowledge.
worldbank.org/handle/10986/20015.)

7. Outcome harvesting was used in an evaluation of a program strengthening 
parliamentary oversight of national budgets in Africa.  
 
(Source: World Bank. 2014. Cases in Outcome Harvesting: Ten Pilot 
Experiences Identify New Learning from Multi-Stakeholder Projects to 
Improve Results. Washington, DC: World Bank. https://openknowledge.
worldbank.org/handle/10986/20015.)

8. Outcome harvesting was used in an evaluation of a program increasing 
capacity development of city officials and practitioners across China 
through e-learning.  
 
(Source: World Bank. 2014. Cases in Outcome Harvesting: Ten Pilot 
Experiences Identify New Learning from Multi-Stakeholder Projects to 
Improve Results. Washington, DC: World Bank. https://openknowledge.
worldbank.org/handle/10986/20015.)

9. Outcome harvesting was used in an evaluation of a program 
strengthening implementation of legislation on access to information 
across Latin America.  
 
(Source: World Bank. 2014. Cases in Outcome Harvesting: Ten Pilot 
Experiences Identify New Learning from Multi-Stakeholder Projects to 
Improve Results. Washington, DC: World Bank. https://openknowledge.
worldbank.org/handle/10986/20015.)
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10 Social Network Analysis

BRIEF DESCRIPTION  
OF THE APPROACH

Social network analysis (SNA) is an approach for examining the relationships (con-
nections) among individuals, groups, organizations, or other entities within a speci-
fied network. Its main purpose is to identify and describe the key actors and primary 
structures that collectively make up a network. In this way, SNA offers a viable 
method for better understanding the structural links and interrelationships within 
which programs are embedded and which are created by programs. Compared with 
system mapping and dynamics, SNA is more focused on the mathematical, structur-
al, or complicated aspects of networks and the number of connections among net-
work elements, rather than their type, quality, or the complex system characteristics 
that might emerge collectively from microlevel adaptive behavior.

Evaluation questions that SNA may answer include the following:

1. How are individuals, groups, or other entities within a specified network 
connected?

2. What characterizes the links and the relationships among these 
individuals and how do they affect the network as a whole?

3. Who might be potential influencers in the network? Who is likely  
to be influenced?

4. What is the relative importance of a particular institutional actor or 
individual in a network (for example, a sector, institution, community)?

THE MAIN VARIATIONS  
OF THE APPROACH

A distinction is often made between two types of network analysis: ego network analy-
sis and complete network analysis.

In ego network analysis, each respondent (often as part of a survey) is asked to iden-
tify people within their individual network (for example, people they interact with 
within their village or workplace) and the relationships among these people, provid-
ing information about his or her own network. In this type of analysis, no attempt is 
made to link the individual networks because it is assumed that networks most likely 
will not overlap (for example, when respondents are sampled randomly). The aim is 
to assess the characteristics (for example, size, diversity, socioeconomic status) of 
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each respondent’s network or to compare the characteristics of the individual with 
those of her or his network members.

In complete network analysis, all (or almost all) actors (according to particular selec-
tion or threshold criteria) within a network are asked to provide information on the 
people within the specified network they are connected with and their relationships 
with these individuals. This type of information is cross-checked and verified across 
respondents and creates a snapshot of the network as a whole: a collective entity 
that can be visualized (with network maps and graphs) and statistically described. 
IEOs more often apply SNA to institutions rather than individuals (for example, to 
analyze the landscape of institutional actors providing support to a particular sector 
in a country).

THE MAIN PROCEDURAL  
STEPS OF THE APPROACH

Complete SNA involves five basic steps: 

Defining the network and the individuals who make up the network (this 
involves defining the boundaries of the network); 

Defining the type of relationship to be examined; 

Collecting relational data from each actor (individual or institutional) in 
the network, typically by survey; 

Organizing the data in a relational database; and 

Describing and visualizing the network actors and structures. Ego SNA 
is the same except that the steps are carried out on a subset of network 
members, so the first step is not needed and the fifth step is not about the 
network as a whole but about individual (sub)networks.

Data for SNA are often derived from surveys; however, social media and institu-
tional records may also provide useful data. Numerous software packages allow for 
data management and analysis; some are free of charge, such as Cytoscape, Gephi, 
and visone.

The data analysis and the description of the actors and their network typically 
involve different measures of connectivity, including degree centrality (the number 
of direct connections a respondent holds with other individuals in the network) and 
closeness centrality (inversely proportional to the average distance between a re-
spondent and all the other respondents in the network). The cohesiveness and den-
sity of the network as a whole or of subgroups of the network can also be examined.
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THE ADVANTAGES AND DISADVANTAGES  
OF THE APPROACH

One advantage of SNA is that it offers a systematic approach for documenting 
and analyzing the interrelationships among the individuals, institutions, or other 
entities involved in a program, geographical area, or sector. This allows for a better 
understanding of the structure and functioning of systems, organizational be-
havior, interorganizational relations, social support, and the flow of information, 
knowledge, and resources, which helps explain and predict the potential impact of 
policy changes or implementation processes on relationships among a set of ac-
tors. This is particularly relevant for evaluation questions examining supporting or 
explanatory factors for an outcome. It may serve to focus the evaluation, support 
a better understanding of the reach of the program, and even provide a context for 
program theory development.

In some cases, a limitation is the significant investment in time and resources 
associated with data collection and management. SNA survey questions are often 
difficult to prepare such that respondents provide reliable answers, and rounds of 
pilot testing of SNA questions are advised. Application requires analytical skills and 
the ability to use SNA software. Another limitation is the potential simplification 
of the relationships depicted in the social networks. By focusing on broad quantifi-
able patterns, the network maps do not always lend themselves to in-depth analy-
ses of qualitative aspects of the depicted relationships. The addition of qualitative 
approaches is worth considering. Finally, in complete SNA, the analysis may miss 
observations. Sometimes it may be difficult to cover the entire relevant population 
with the data collection instrument (for example, a survey). Coverage must be very 
high for the SNA to realistically represent, for example, an institutional landscape in 
a particular area of work.

THE APPLICABILITY  
OF THE APPROACH

SNAs are becoming more common in development evaluation, and for certain types 
of evaluation they are feasible and relatively cost efficient. These types of evalua-
tions might deal with topics related to organizational changes, knowledge flows and 
collaboration, capacity building, and so on. Applications of social network analyses 
include the following:

1. SNA was applied to understand the positioning of the World Bank Group 
as a funder and a knowledge leader in the health sector in Liberia. 
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(Source: Vaessen, J., and K. Hamaguchi. 2017. “Understanding the Role 
of the World Bank Group in a Crowded Institutional Landscape.” Blog, 
Independent Evaluation Group. November 14, 2017. http://ieg.worldbank.
org/blog/understanding-world-bank-groups-role.)

2. Network analysis was used to describe how nongovernmental 
organizations funded by the Ghana Research and Advocacy Project are 
connected via shared membership in specific issue-related coalitions as 
part of strategy discussions among these organizations.  
 
(Source: Davies, R. 2009. “The Use of Social Network Analysis Tools in the 
Evaluation of Social Change Communications.” Monitoring and Evaluation 
News. April 2009. https://mande.co.uk/2009/uncategorized/the-use-
of-social-network-analysis-tools-in-the-evaluation-of-social-change-
communications/.)

3. Network analysis was used to map partner organizations under the 
Katrine Community Partnerships Program in Uganda.  
 
(Source: Davies, R. 2009. “The Use of Social Network Analysis Tools in the 
Evaluation of Social Change Communications.” Monitoring and Evaluation 
News. April 2009. https://mande.co.uk/2009/uncategorized/the-use-
of-social-network-analysis-tools-in-the-evaluation-of-social-change-
communications/.)

4. SNA was applied to map policy networks as part of the evaluation of 
Sexuality Policy Watch, a global forum of organizations and individuals 
active within the field of sexuality, health, and human rights.  
 
(Source: Drew, R., P. Aggleton, H. Chalmers, and K. Wood. 2011. “Using 
Social Network Analysis to Evaluate a Complex Policy Network.” 
Evaluation 17 (4): 383–94.)

5. SNA was used to examine enterprise networks in regional development 
projects supported by the European Regional Development Fund.  
 
(Source: Lahdelma, T., and S. Laakso. 2016. “Network Analysis as a Method 
of Evaluating Enterprise Networks in Regional Development Projects.” 
Evaluation 22 (4): 435–50.)

6. Network analysis was used in an evaluation of a multistakeholder water 
governance initiative in Ghana.  

http://ieg.worldbank.org/blog/understanding-world-bank-groups-role
http://ieg.worldbank.org/blog/understanding-world-bank-groups-role
https://mande.co.uk/2009/uncategorized/the-use-of-social-network-analysis-tools-in-the-evaluation-of-social-change-communications/
https://mande.co.uk/2009/uncategorized/the-use-of-social-network-analysis-tools-in-the-evaluation-of-social-change-communications/
https://mande.co.uk/2009/uncategorized/the-use-of-social-network-analysis-tools-in-the-evaluation-of-social-change-communications/
https://mande.co.uk/2009/uncategorized/the-use-of-social-network-analysis-tools-in-the-evaluation-of-social-change-communications/
https://mande.co.uk/2009/uncategorized/the-use-of-social-network-analysis-tools-in-the-evaluation-of-social-change-communications/
https://mande.co.uk/2009/uncategorized/the-use-of-social-network-analysis-tools-in-the-evaluation-of-social-change-communications/
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(Source: Schiffer, E., and D. Waale. 2008. “Tracing Power and Influence 
in Networks; Net-Map as a Tool for Research and Strategic Network 
Planning.” Discussion Paper, International Food Policy Research 
Institute, Washington, DC. https://www.ifpri.org/publication/tracing-
power-and-influence-networks.)

7. Organizational network analysis was used to evaluate and improve the 
Integration Opportunities for HIV and Family Planning Services in Addis 
Ababa, Ethiopia.  
 
(Source: Thomas, J. C., H. Reynolds, C. Bevc, and A. Tsegaye. 2014. 
“Integration Opportunities for HIV and Family Planning Services in 
Addis Ababa, Ethiopia: An Organizational Network Analysis.” BMC Health 
Services Research 14, article 22. https://bmchealthservres.biomedcentral.
com/track/pdf/10.1186/1472-6963-14-22?site=bmchealthservres.
biomedcentral.com.)

8. SNA was used to evaluate whether cluster development programs 
stimulated the formation of collaborative activities and formal or 
informal cooperation among cluster members.  
 
(Source: Giuliani, E., and C. Pietrobelli. 2011. “Social Network 
Analysis Methodologies for the Evaluation of Cluster Development 
Programs.” Technical Notes IDB-TN-317, Inter-American Development 
Bank, Washington, DC. https://publications.iadb.org/bitstream/
handle/11319/5342/IDB-TN-317%20Social%20Network%20Analysis%20
Methodologies%20for%20the%20Evaluation%20of%20Cluster%20
Development%20Programs.pdf?sequence=1&isAllowed=y.)

9. SNA was used in Mozambique in an evaluation of the humanitarian 
assistance after a severe flooding. The aim was to determine how the 
network structure affected the interorganizational coordination and 
humanitarian aid outcomes.  
 
(Source: Ramalingam, B. 2006. Tools for Knowledge and Learning: A Guide 
for Development and Humanitarian Organizations. London: Overseas 
Development Institute. https://www.odi.org/sites/odi.org.uk/files/odi-
assets/publications-opinion-files/188.pdf.)

10. SNA was applied to understand trade networks in Gaya, Niger, and its 
neighboring border cities of Malanville, Benin, and Kamba, Nigeria.  

https://www.ifpri.org/publication/tracing-power-and-influence-networks
https://www.ifpri.org/publication/tracing-power-and-influence-networks
https://bmchealthservres.biomedcentral.com/track/pdf/10.1186/1472-6963-14-22?site=bmchealthservres.biomedcentral.com
https://bmchealthservres.biomedcentral.com/track/pdf/10.1186/1472-6963-14-22?site=bmchealthservres.biomedcentral.com
https://bmchealthservres.biomedcentral.com/track/pdf/10.1186/1472-6963-14-22?site=bmchealthservres.biomedcentral.com
https://publications.iadb.org/bitstream/handle/11319/5342/IDB-TN-317%20Social%20Network%20Analysis%20Methodologies%20for%20the%20Evaluation%20of%20Cluster%20Development%20Programs.pdf?sequence=1&isAllowed=y
https://publications.iadb.org/bitstream/handle/11319/5342/IDB-TN-317%20Social%20Network%20Analysis%20Methodologies%20for%20the%20Evaluation%20of%20Cluster%20Development%20Programs.pdf?sequence=1&isAllowed=y
https://publications.iadb.org/bitstream/handle/11319/5342/IDB-TN-317%20Social%20Network%20Analysis%20Methodologies%20for%20the%20Evaluation%20of%20Cluster%20Development%20Programs.pdf?sequence=1&isAllowed=y
https://publications.iadb.org/bitstream/handle/11319/5342/IDB-TN-317%20Social%20Network%20Analysis%20Methodologies%20for%20the%20Evaluation%20of%20Cluster%20Development%20Programs.pdf?sequence=1&isAllowed=y
https://www.odi.org/sites/odi.org.uk/files/odi-assets/publications-opinion-files/188.pdf
https://www.odi.org/sites/odi.org.uk/files/odi-assets/publications-opinion-files/188.pdf
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(Source: Raj, A., and J-F. Arvis. 2014. “How Social Connections and 
Business Ties Can Boost Trade: An Application of Social Network 
Analysis.” Blog, World Bank. April 28, 2014. http://blogs.worldbank.
org/trade/how-social-connections-and-business-ties-can-boost-trade-
application-social-network-analysis.)

READINGS AND RESOURCES

Background

Borgatti, S. P., M. G. Everett, and J. C. Johnson. 2018. Analyzing Social Networks. 
Thousand Oaks, CA: SAGE.

Kadushin, C. 2012. Understanding Social Networks: Theories, Concepts, and Findings. 
Oxford: Oxford University Press.

Newman, Mark. 2018. Networks. Oxford: Oxford University Press.
Scott, John. 2017. Social Network Analysis. Thousand Oaks, CA: SAGE.
Wasserman, S., and K. Faust. 1994. Social Network Analysis: Methods and Applications. 

Cambridge, UK: Cambridge University Press.

Advanced

Cadger, K., A. K. Quaicoo, E. Dawoe, and M. E. Isaac. 2016. “Development Interven-
tions and Agriculture Adaptation: A Social Network Analysis of Farmer Knowl-
edge Transfer in Ghana.” Agriculture 6 (3): 32.

Cassidy, L., and G. Barnes. 2012. “Understanding Household Connectivity and Resil-
ience in Marginal Rural Communities through Social Network Analysis in the 
Village of Habu, Botswana.” Ecology and Society 17 (4): 11. https://www.jstor.org/
stable/26269205.

Crossley, Nick, Elisa Bellotti, Gemma Edwards, Martin G. Everett, Johan Henrik 
Koskinen, and Mark Tranmer. 2015. Social Network Analysis for Ego-Nets. Thou-
sand Oaks, CA: SAGE.

Drew, R., P. Aggleton, H. Chalmers, and K. Wood. 2011. “Using Social Network Analy-
sis to Evaluate a Complex Policy Network.” Evaluation 17 (4): 383–94.

Durland, M. M., and K. A. Fredericks, eds. 2005. “Social Network Analysis in Program 
Evaluation.” Special issue, New Directions for Evaluation 2005 (107).

Holman, N. 2008. “Community Participation: Using Social Network Analysis to 
Improve Developmental Benefits.” Environment and Planning C: Government and 
Policy 26 (3): 525–43.

http://blogs.worldbank.org/trade/how-social-connections-and-business-ties-can-boost-trade-application-social-network-analysis
http://blogs.worldbank.org/trade/how-social-connections-and-business-ties-can-boost-trade-application-social-network-analysis
http://blogs.worldbank.org/trade/how-social-connections-and-business-ties-can-boost-trade-application-social-network-analysis
https://www.jstor.org/stable/26269205
https://www.jstor.org/stable/26269205
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Johny, Judit, Bruno Wichmann, and Brent M. Swallow. 2017. “Characterizing Social 
Networks and Their Effects on Income Diversification in Rural Kerala, India.” 
World Development 94: 375–92.

Kolaczyk, E. D., and G. Csárdi. 2014. Statistical Analysis of Network Data with R. New 
York: Springer.

Rudnick, Jessica, Meredith Niles, Mark Lubell, and Laura Cramer. 2019. “A Compara-
tive Analysis of Governance and Leadership in Agricultural Development Policy 
Networks.” World Development 117: 112–26.

Scott, J., and P. Carrington, eds. 2011. The SAGE Handbook of Social Network Analysis. 
Thousand Oaks, CA: SAGE.

Wonodi, C. B., L. Privor-Dumm, M. Aina, A. M. Pate, R. Reis, P. Gadhoke, and O. S. 
Levine. 2012 “Using Social Network Analysis to Examine the Decision-Making 
Process on New Vaccine Introduction in Nigeria.” Health Policy and Planning 27, 
suppl. 2 (1): ii27–ii38.

Yang, S., F. B. Keller, and L. Zheng. 2016. Social Network Analysis: Methods and Exam-
ples. Thousand Oaks, CA: SAGE.

Other Resources

Baker, Matt. 2019. “Demystifying Social Network Analysis in Development: Five 
Key Design Considerations.” Lab Notes (blog). USAID Learning Lab. March 26, 2019. 
https://usaidlearninglab.org/lab-notes/demystifying-social-network-analysis-devel-
opment-five-key-design-considerations.

Davies. R. 2003. “Network Perspectives in the Evaluation of Development Interven-
tions: More Than a Metaphor.” Paper presented at EDAIS Conference, November 
24–25, 2003. https://www.mande.co.uk/wp-content/uploads/2003/nape.pdf.

https://usaidlearninglab.org/lab-notes/demystifying-social-network-analysis-development-five-key-design-considerations
https://usaidlearninglab.org/lab-notes/demystifying-social-network-analysis-development-five-key-design-considerations
https://www.mande.co.uk/wp-content/uploads/2003/nape.pdf
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SPECIFIC METHODS:  
DATA COLLECTION METHODS

This section provides guidance notes on specific methods and tools used in evalua-
tion, often as part of the main methodological approaches presented in the preced-
ing section. We first describe specific methods and tools for data collection, followed 
by specific methods and tools for data analysis. This distinction is often blurred in 
practice, with some methods and tools involving both data collection and analysis. 
We start the data collection section with literature reviews, which should precede 
the design of any primary data collection if the latter is to contribute to the expan-
sion of knowledge on a given topic. We then describe qualitative interviews, focus 
groups, surveys, the Delphi method, scales, and emerging practices and technologies 
for data collection.



Independent Evaluation Group | World Bank Group 93

11 Structured Literature Review

BRIEF DESCRIPTION  
OF THE METHOD

The structured literature review is perhaps best viewed as a survey of existing 
studies on a given topic. The primary purpose of a structured literature review is 
to determine the state-of-the-art knowledge on a given topic and provide the best 
answer to an evaluation or research question, given existing knowledge. The results 
of a literature review should be the starting point for designing collection of primary 
data if the latter is to contribute efficiently to the accumulation of knowledge. The 
defining feature of structured literature reviews is the commitment to systematic 
and transparent procedures for searching and summarizing existing studies.

Evaluation questions systematic and structured reviews may answer include  
the following:

1. What do we already know about this topic?

2. How do we discover and synthesize knowledge about this topic?

THE MAIN PROCEDURAL  
STEPS OF THE METHOD

Structured literature reviews (as often used in IEOs) are relatively “light touch” 
exercises that follow the main principles of rigorous systematic reviews (as used in 
academia, but rarely used in IEOs). Systematic reviews typically involve the follow-
ing four steps: 

Establishing rules to identify the sources that are relevant to the review; 

Establishing stricter rules to determine which of these sources will be in-
cluded in the review; 

Establishing rules to guide extraction of information from the sources; and

Establishing rules to synthesize the information extracted.
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THE ADVANTAGES AND DISADVANTAGES  
OF THE METHOD

Structured literature reviews are universally applicable. Different types of structured 
reviews have different requirements, and the Readings and Resources include sourc-
es that represent different traditions of reviews (including the more rigorous and 
elaborate systematic reviews and realist syntheses). The most obvious advantage of 
structured literature reviews is that they might answer a question of interest (often 
relating to effectiveness or impact) or at least provide a platform on which prima-
ry data collection can efficiently build. In addition, after clarifying what is already 
known, we are more confident that data collection can be focused on untapped areas 
of knowledge and will avoid “reinventing the wheel.”

The main shortcoming of structured literature review is perhaps the time needed, 
depending on the breadth of the existing knowledge on the topic. But this invest-
ment is likely to be more efficient than implementing primary data collection with-
out knowing what empirical (evaluation) research already exists.

READINGS AND RESOURCES

Background

Boland, Angela, Gemma Cherry, and Rumona Dickson. 2017. Doing a Systematic Re-
view: A Student’s Guide. Thousand Oaks, CA: SAGE.

Denyer, D., and D. Tranfield. 2009. “Producing a Systematic Review.” In The SAGE 
Handbook of Organizational Research Methods, edited by D. A. Buchanan and A. 
Bryman, 671–89. Thousand Oaks, CA: SAGE.

Gough, David, Sandy Oliver, and James Thomas. 2017. An Introduction to Systematic 
Reviews. Thousand Oaks, CA: SAGE.

Gough, David, Sandy Oliver, and James Thomas, eds. 2018. Systematic Reviews and 
Research. Fundamentals of Applied Research. Thousand Oaks, CA: SAGE.

Grant, Maria J., and Andrew Booth. 2009. “A Typology of Reviews: An Analysis of 14 
Review Types and Associated Methodologies.” Health Information and Libraries 
Journal 26 (2): 91–108.

Higgins, Julian P. T., James Thomas, Jacqueline Chandler, Miranda Cumpston,  
Tianjing Li, Matthew J. Page, and Vivian A. Welch, eds. 2019. Cochrane Handbook 
for Systematic Reviews of Interventions. Oxford: Wiley Blackwell.

Pawson, Ray. 2006. Evidence-Based Policy: A Realist Perspective. Thousand Oaks, CA: 
SAGE.
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Pawson, R., T. Greenhalgh, G. Harvey, and K. Walshe. 2005. “Realist Review—A New 
Method of Systematic Review Designed for Complex Policy Interventions.” Jour-
nal of Health Services Research & Policy 10 (1): 21–34.

Petticrew, Mark, and Helen Roberts. 2005. Systematic Reviews in the Social Sciences: A 
Practical Guide. Oxford: Wiley Blackwell.

Thomas, J., and A. Harden. 2008. Methods for the thematic synthesis of qualitative 
research in systematic reviews. BMC Medical Research Methodology 8: 45.

Advanced

Ananiadou, S., B. Rea, N. Okazaki, R. Procter, and J. Thomas. 2009. “Supporting 
Systematic Reviews Using Text Mining.” Social Science Computer Review 27 (4): 
509–23.

Anderson, Laurie M., Mark Petticrew, Eva Rehfuess, Rebecca Armstrong, Erin  
Ueffing, Phillip Baker, Daniel Francis, and Peter Tugwell. 2011. “Using Logic 
Models to Capture Complexity in Systematic Reviews.” Research Synthesis Meth-
ods 2 (1): 33–42.

Cornish, Flora. 2015. “Evidence Synthesis in International Development: A Critique 
of Systematic Reviews and a Pragmatist Alternative.” Anthropology & Medicine 
3: 263–77.

Evans, David K., and Anna Popova. 2015. “What Really Works to Improve Learning in 
Developing Countries? An Analysis of Divergent Findings in Systematic Re-
views.” Policy Research Working Paper WPS7203, World Bank, Washington, DC.

Higgins, J. P. T., and S. Green, eds. 2011. Cochrane Handbook for Systematic Reviews of 
Interventions, Version 5.1.0. http://handbook.cochrane.org.

Oliver, S., A. Harden, R. Rees, J. Shepherd, G. Brunton, J. Garcia, and A. Oakley. 2005. 
“An Emerging Framework for Including Different Types of Evidence in System-
atic Reviews for Public Policy.” Evaluation 11 (4): 428–46.

Papaioannou, D., A. Sutton, C. Carroll, A. Booth, and R. Wong. 2010. “Literature 
Searching for Social Science Systematic Reviews: Consideration of a Range of 
Search Techniques.” Health Information & Libraries Journal 27: 114–22.

Pawson, Ray 2001. “Evidence Based Policy: In Search of a Method.” Working Paper 3, 
ESRC UK Centre for Evidence Based Policy and Practice, Swindon, UK. https://
www.kcl.ac.uk/sspp/departments/politicaleconomy/research/cep/pubs/papers/
assets/wp3.pdf.

Rycroft-Malone, J., B. McCormack, A. M. Hutchinson, Kara DeCorby, Tracey K. Buck-
nall, Bridie Kent, Alyce Schultz, Erna Snelgrove-Clarke, Cheryl B. Stetler, Marita 
Titler, Lars Wallin, and Val Wilson.. 2012. “Realist Synthesis: Illustrating the 
Method for Implementation Research.” Implementation Science 7: 33. 

http://handbook.cochrane.org
https://www.kcl.ac.uk/sspp/departments/politicaleconomy/research/cep/pubs/papers/assets/wp3.pdf
https://www.kcl.ac.uk/sspp/departments/politicaleconomy/research/cep/pubs/papers/assets/wp3.pdf
https://www.kcl.ac.uk/sspp/departments/politicaleconomy/research/cep/pubs/papers/assets/wp3.pdf
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Snilstveit, B., S. Oliver, and M. Vojtkova. 2012. “Narrative Approaches to Systematic 
Review and Synthesis of Evidence for International Development Policy and 
Practice.” Journal of Development Effectiveness 4 (3): 409–29.

Verhagen, Arianne P., Henrica C. W. de Vet, Robert A. de Bie, Alphons G. H. Kessels, 
Maarten Boers, Lex M. Bouter, and Paul G. Knipschild. 1998. “The Delphi List: 
A Criteria List for Quality Assessment of Randomized Clinical Trials for Con-
ducting Systematic Reviews Developed by Delphi Consensus.” Journal of Clinical 
Epidemiology 51 (12): 1235–41.

White, Howard, and Hugh Waddington, eds. 2012. “Systematic Reviews.” Special 
issue, Journal of Development Effectiveness 4 (3).

Other Resources

Campbell Collaboration. https://campbellcollaboration.org/.

Cochrane Collaboration. https://www.cochranelibrary.com/about/about-co-
chrane-reviews.

International Initiative for Impact Evaluation. https://www.3ieimpact.org/evi-
dence-hub/publications/systematic-reviews.

Rameses. http://www.ramesesproject.org/Home_Page.php.

Systematic reviews and other review types (Temple University). https://guides.tem-
ple.edu/c.php?g=78618&p=3879604.

https://campbellcollaboration.org/
https://www.cochranelibrary.com/about/about-cochrane-reviews
https://www.cochranelibrary.com/about/about-cochrane-reviews
https://www.3ieimpact.org/evidence-hub/publications/systematic-reviews
https://www.3ieimpact.org/evidence-hub/publications/systematic-reviews
http://www.ramesesproject.org/Home_Page.php
https://guides.temple.edu/c.php?g=78618&p=3879604
https://guides.temple.edu/c.php?g=78618&p=3879604
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12 Qualitative Interview

BRIEF DESCRIPTION  
OF THE METHOD

An interview can be described as a conversation structured around a specific topic or 
a set of questions—a purposeful conversation. The general purpose of an interview 
is to better understand a person’s experience of a situation, including the person’s 
opinions, feelings, knowledge, information, and perspective. In evaluation, inter-
views may shed light on program expectations and experiences among staff, stake-
holders, or participants.

THE MAIN VARIATIONS  
OF THE METHOD

There are many variants of interviews. Although most interviews are conducted one 
on one, group interviews are also common (see guidance note 13, Focus Group). In-
terviews may be conducted face to face, over the phone, or via online platforms (see 
guidance note 17, Emerging Technologies for Data Collection).

A common distinction is made between the unstructured interview, an open-ended 
conversation on general topics (used when the purpose is essentially exploratory); 
the semistructured interview, a conversation revolving around a list of topics and 
questions with varying degrees of specification and a flexible order (the most widely 
used type of interview); and the structured interview, a conversation that stringently 
adheres to a list of questions with a prespecified order and wording (used to obtain 
standardized, comparable data across interview participants). Structured interviews 
are commonly used in surveys (see guidance note 14, Surveys).

THE MAIN PROCEDURAL  
STEPS OF THE METHOD

The process of designing and conducting interviews usually involves the following 
six steps: 

Defining the overarching topic for the interviews; 

Identifying possible participants (for example, program participants, 
program staff, or stakeholders); an interview approach typically uses some 
type of purposive sampling strategy; for group interviews, consider which 
subgroups might be relevant (for example, stakeholders from specific insti-
tutions, urban versus rural program participants); 
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Developing an interview guide (often called a protocol or template) con-
taining the questions or topics to be covered during the interview by con-
sidering which type of interview is appropriate (for example, unstructured, 
semistructured); the guide may also provide guidance to the interviewer 
about how to conduct the interview; 

Training interviewers on the purpose, content, and procedure of the inter-
views, and ideally testing or piloting the interview guide to make adjust-
ments; 

Arranging and conducting the sessions (considering whether interviews 
should be [audio] recorded); and 

Transcribing and analyzing the data.

THE ADVANTAGES AND DISADVANTAGES  
OF THE METHOD

Individual interviews are particularly relevant for collecting detailed information 
about how individuals experience a specific situation or, in evaluation, how they 
experience program activities or even outcomes. The depth and richness of the data 
may reveal important insights about how and why the program made a difference (or 
failed to make a difference).

The primary weakness of individual interviewing relates to time and resources. Pre-
paring, arranging, conducting, transcribing, and analyzing interviews is time-con-
suming. To some extent, the use of computer-assisted software can ease the work 
burden of interview transcription and analysis (see guidance note 20, Using Comput-
er-Assisted Qualitative Data Analysis Software). It is often difficult to identify and 
assess the quality of the interviewing process, particularly in unstructured inter-
views; the interviewer’s awareness of biases and factors possibly affecting interview-
ees’ accounts; and the interviewer’s ability to adjust the tone and content of the in-
terview while it is in progress. Another commonly cited shortcoming is perhaps best 
viewed as a necessary trade-off: by focusing on deep and rich information obtained 
from a select and often small sample of participants, interviews may not lead to 
conclusive statements about the extent to which the findings are representative of a 
broader population unless grounded in a carefully constructed purposive sampling 
approach and subject to triangulation (across interviews, but also with data from 
other methods).
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THE APPLICABILITY  
OF THE METHOD

Interviews are widely applicable in both development evaluation in general and IEO 
evaluations specifically. Examples of the use of interviews include the following:

1. Individual interviews and content analysis (a technique for coding and 
counting specific words and phrases in interview transcripts) were used to 
learn how villagers perceive the use of hand pumps for water.  
 
(Source: Narayan, D. 1996. “Toward Participatory Research.” Technical 
Paper 307, World Bank, Washington, DC. http://documents.worldbank.
org/curated/en/578241468765924957/pdf/multi0page.pdf.)

2. Interviews were used to identify and understand the mechanisms 
underlying the implementation of the Accountability for Reasonableness 
framework in Tanzania.  
 
(Source: Maluka, S., P. Kamuzora, and M. Sansebastian. 2011. 
“Implementing Accountability for Reasonableness Framework at District 
Level in Tanzania: A Realist Evaluation.” Implementation Science 6: 1–15.)

3. In-depth interviews with key informants, including community leaders, 
elected representatives, shop owners, energy suppliers, teachers, and 
health workers were conducted as part of a participatory appraisal of 
the contribution of energy reforms to poverty reduction in the Republic 
of Yemen.  
 
(Source: World Bank. 2007. Tools for Institutional, Political, and Social 
Analysis of Policy Reform: A Sourcebook for Development Practitioners. 
Washington, DC: World Bank, 229–32. http://documents.worldbank.org/
curated/en/434581468314073589/Tools-for-institutional-political-and-
social-analysis-of-policy-reform.)

4. Open-ended interviews with key informants were used to inform the 
development of a baseline survey in an evaluation of a tea sector reform 
in Rwanda.  
 
(Source: World Bank. 2007. Tools for Institutional, Political, and Social 
Analysis of Policy Reform: A Sourcebook for Development Practitioners. 
Washington, DC: World Bank, 227–9. http://documents.worldbank.org/
curated/en/434581468314073589/Tools-for-institutional-political-and-
social-analysis-of-policy-reform.)

http://documents.worldbank.org/curated/en/578241468765924957/pdf/multi0page.pdf
http://documents.worldbank.org/curated/en/578241468765924957/pdf/multi0page.pdf
http://documents.worldbank.org/curated/en/434581468314073589/Tools-for-institutional-political-and-social-analysis-of-policy-reform
http://documents.worldbank.org/curated/en/434581468314073589/Tools-for-institutional-political-and-social-analysis-of-policy-reform
http://documents.worldbank.org/curated/en/434581468314073589/Tools-for-institutional-political-and-social-analysis-of-policy-reform
http://documents.worldbank.org/curated/en/434581468314073589/Tools-for-institutional-political-and-social-analysis-of-policy-reform
http://documents.worldbank.org/curated/en/434581468314073589/Tools-for-institutional-political-and-social-analysis-of-policy-reform
http://documents.worldbank.org/curated/en/434581468314073589/Tools-for-institutional-political-and-social-analysis-of-policy-reform
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READINGS AND RESOURCES

Background

Brinkmann, Svend, and Steinar Kvale. 2014. Interviews: Learning the Craft of Qualita-
tive Research Interviewing. Thousand Oaks, CA: SAGE.

Brinkmann, Svend, and Steinar Kvale. 2018. Doing Interviews. Thousand Oaks, CA: 
SAGE.

Edwards, R. 2013. What Is Qualitative Interviewing? London and New York: Blooms-
bury. http://eprints.ncrm.ac.uk/3276/1/complete_proofs.pdf; https://www.cdc.
gov/healthyyouth/evaluation/pdf/brief17.pdf.

King, Nigel, Christine Horrocks, and Joanna Brooks. 2018. Interviews in Qualitative 
Research. Thousand Oaks, CA: SAGE.

Manzano, A. 2016. “The Craft of Interviewing in Realist Evaluation.” Evaluation 22 
(3): 342–60.

Patton, M. Q. 2015. Qualitative Research and Evaluation Methods: Integrating Theory 
and Practice, 4th ed. Thousand Oaks, CA: SAGE.

Advanced

Boyce, Carolyn, and Palena Neale 2006. “Conducting In-Depth Interviews: A Guide 
for Designing and Conducting In-Depth Interviews for Evaluation Input.” 
Pathfinder International Tool Series: Monitoring and Evaluation—2, Pathfinder 
International, Watertown, MA. http://www2.pathfinder.org/site/DocServer/m_e_
tool_series_indepth_interviews.pdf.

Kallio, H., A. Pietila, M. Johnson, and M. Kangasniemi. 2016. “Systematic Method-
ological Review: Developing a Framework for a Qualitative Semi-Structured 
Interview Guide.” Journal Of Advanced Nursing 72 (12): 2954–65. http://usir.
salford.ac.uk/id/eprint/39197.

Mammen, J. R., S. A. Norton, H. Rhee, and A. M. Butz. 2016. “New Approaches to 
Qualitative Interviewing: Development of a Card Sort Technique to Understand 
Subjective Patterns of Symptoms and Responses.” International Journal of Nurs-
ing Studies 58: 90–96.

Oltmann, Shannon. 2016. “Qualitative Interviews: A Methodological Discussion of 
the Interviewer and Respondent Contexts.” Forum Qualitative Sozialforschung 
/ Forum: Qualitative Social Research 17 (2-S.1), article 15. http://www.qualita-
tive-research.net/index.php/fqs/article/view/2551/3998.

Seidman, Irving. 2019. Interviewing as Qualitative Research: A Guide for Researchers in 
Education and the Social Sciences, 5th ed. New York: Teachers College Press.

Sewell, M. n.d. “The Use of Qualitative Interviews in Evaluation.” CYFERnet—Evaluation, 
University of Arizona. https://cals.arizona.edu/sfcs/cyfernet/cyfar/Intervu5.htm.

http://eprints.ncrm.ac.uk/3276/1/complete_proofs.pdf
https://www.cdc.gov/healthyyouth/evaluation/pdf/brief17.pdf
https://www.cdc.gov/healthyyouth/evaluation/pdf/brief17.pdf
http://www2.pathfinder.org/site/DocServer/m_e_tool_series_indepth_interviews.pdf
http://www2.pathfinder.org/site/DocServer/m_e_tool_series_indepth_interviews.pdf
http://usir.salford.ac.uk/id/eprint/39197
http://usir.salford.ac.uk/id/eprint/39197
http://www.qualitative-research.net/index.php/fqs/article/view/2551/3998
http://www.qualitative-research.net/index.php/fqs/article/view/2551/3998
https://cals.arizona.edu/sfcs/cyfernet/cyfar/Intervu5.htm
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13 Focus Group

BRIEF DESCRIPTION  
OF THE METHOD

The focus group is a type of group interview where the evaluator facilitates a struc-
tured discussion to one or more specific topics—a purposeful group conversation. 
This allows for multiple respondents (usually five to ten individuals) to formulate, 
discuss, and refine their individual and collective perspectives and experiences. The 
purpose of focus groups is primarily to collect information about similarities and 
differences in experiences and perspectives among specific groups of people.

In evaluation, focus groups are commonly used to collect information on similarities 
and differences in experiences with program implementation, outcomes, or both 
among program staff, participants, or stakeholders. However, focus groups are wide-
ly applicable and can also be used for needs assessment or program theory develop-
ment, for example.

THE MAIN VARIATIONS  
OF THE METHOD

The practical implementation of focus groups may vary significantly depending on 
the specific purpose and context. Focus groups may be characterized by different 
degrees of structure (from highly structured to free flowing), the use of different 
prompts to facilitate conversation (for example, photos, program materials, or find-
ings from previous data collection), and the extent to which the facilitator engages 
in the discussion (from passive observation to active participation).

THE MAIN PROCEDURAL  
STEPS OF THE METHOD

The design and implementation of focus groups usually involves six steps: 

Defining the overarching topic for the focus groups; 

Identifying relevant groups of participants (for example, program par-
ticipants); focus groups typically use some type of purposive sampling 
strategy; consider which subgroups should be included (for example, 
stakeholders from specific types of institutions, urban versus rural pro-
gram participants); 
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Developing a topic guide listing the most salient topics to be covered 
during the focus group, and perhaps instructions to the facilitator on con-
ducting the focus group; 

Training the facilitators on the purpose, content, and procedures of the 
focus group; 

Recruiting and arranging the participants in relevant subgroups for each 
focus group and conducting these sessions (taking into account local cul-
tural conditions, which may include separation of participants according to 
ethnicity, gender, or culturally specific status differentials); and 

Transcribing and analyzing the data.

THE ADVANTAGES AND DISADVANTAGES  
OF THE METHOD

A significant strength of focus groups is that they may allow for diverse views to 
be shared and discussed, whereby new insights and opinions may emerge and take 
form. This quality information may generate insights and findings difficult to obtain 
through other, less interactive, data collection methods. As such, focus groups also 
lend themselves well to collaborative evaluation approaches (see guidance note 7, 
Participatory Approaches to Evaluation). Moreover, members of some vulnerable 
groups may feel more comfortable in expressing their views in the presence of their 
peers rather than in one-on-one interviews with an external evaluator.

Focus groups may have several significant shortcomings. A group may be influ-
enced by uneven group dynamics (for example, an assertive participant dominating 
the discussion), which in turn may influence the findings. A group discussion may 
center on socially desirable perspectives and experiences, as participants may be 
more comfortable describing and emphasizing positive rather than negative pro-
gram experiences. If participants are selected by a local organization, there is a risk 
people with a certain political affiliation may be included without the knowledge of 
the evaluator. Some respondent groups may be reluctant or simply unable to partici-
pate (for example, participants with higher levels of responsibility in an institution). 
The practical feasibility of the criteria for selecting respondents and the adherence 
to these is important to consider and ensure. Successfully moderating focus groups 
typically involves greater preparation and skill than is generally required for con-
ducting one-on-one interviews. Finally, like interviews, focus groups may be subject 
to the shortcomings of selectivity and generalizability of evidence.
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THE APPLICABILITY  
OF THE METHOD

Focus groups have been applied in a broad range of development evaluations and 
are widely used by IEOs. Examples include the following:

1. The evaluation of five urban development projects in Brazil involved focus 
groups with beneficiaries (grouped according to responses to a prior 
survey) from project and nonproject cities.  
 
(Source: White, H. 2006. “Impact Evaluation: The Experience of the 
Independent Evaluation Group of the World Bank.” Working Paper 38268, 
World Bank, Washington, DC. http://documents.worldbank.org/curated/
en/475491468138595632/Impact-evaluation-the-experience-of-the-
independent-evaluation-group-of-the-World-Bank.)

2. Focus groups were used as part of a World Bank study on the use of public 
transportation in Lima, Peru. By allocating male and female participants 
to separate focus groups, important gender differences on priorities and 
barriers for use of public transportation were identified.  
 
(Source: Bamberger, M., J. Rugh, and L. Mabry. 2006. RealWorld Evaluation: 
Working under Budget, Time, Data, and Political Constraints, 2nd ed. 
Thousand Oaks, CA: SAGE.)

3. A team designing an HIV/AIDS activity in Kenya conducted focus group 
discussions with potential target groups and service providers to gain a deeper 
understanding of various issues and constraints related to the epidemic.  
 
(Source: UK Department for International Development. 2003. Tools for 
Development: A Handbook for Those Engaged in Development Activity, version 
15.1. London: DFID. http://webarchive.nationalarchives.gov.uk/+/http:/
www.dfid.gov.uk/Documents/publications/toolsfordevelopment.pdf.)

4. Focus groups were used as part of an ex post assessment of the impact of 
closing selected Agricultural Development and Marketing Corporation 
markets in Malawi.  
 
(Source: World Bank. 2007. Tools for Institutional, Political, and Social Analysis 
of Policy Reform. A Sourcebook for Development Practitioners. Washington, 
DC: World Bank. https://siteresources.worldbank.org/EXTTOPPSISOU/
Resources/1424002-1185304794278/TIPs_Sourcebook_English.pdf.)

http://documents.worldbank.org/curated/en/475491468138595632/Impact-evaluation-the-experience-of-the-independent-evaluation-group-of-the-World-Bank
http://documents.worldbank.org/curated/en/475491468138595632/Impact-evaluation-the-experience-of-the-independent-evaluation-group-of-the-World-Bank
http://documents.worldbank.org/curated/en/475491468138595632/Impact-evaluation-the-experience-of-the-independent-evaluation-group-of-the-World-Bank
http://webarchive.nationalarchives.gov.uk/+/http:/www.dfid.gov.uk/Documents/publications/toolsfordevelopment.pdf
http://webarchive.nationalarchives.gov.uk/+/http:/www.dfid.gov.uk/Documents/publications/toolsfordevelopment.pdf
https://siteresources.worldbank.org/EXTTOPPSISOU/Resources/1424002-1185304794278/TIPs_Sourcebook_English.pdf
https://siteresources.worldbank.org/EXTTOPPSISOU/Resources/1424002-1185304794278/TIPs_Sourcebook_English.pdf
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14 Survey

BRIEF DESCRIPTION  
OF THE METHOD

Surveys are one of the most common tools for data collection. The primary pur-
pose of surveys is to collect information (often, but not always, quantitative) on a 
specified sample of respondents in a systematic and consistent manner. For evalu-
ations, surveys can be useful for determining the distribution of characteristics or 
outcomes in a sample or population of interest and documenting differences and 
similarities in characteristics and outcomes across subgroups of a sample or popu-
lation, or even over time.

THE MAIN VARIATIONS  
OF THE METHOD

Across the many variations in survey practice, a distinction can be made between 
cross-sectional surveys (where information is collected from a sample at one point 
in time) and longitudinal surveys (where information is collected from a sample at 
different points in time). The latter, especially if collecting information on the same 
sample, allows for analysis of changes over time.

Surveys may involve two broad types of questions: open-ended questions, where the 
respondent is asked to provide any response to a specific question prompt (for ex-
ample, “How did you experience the program?”); and closed-ended questions, where 
the respondent is asked to respond by selecting one or more predefined response 
categories (for example, “satisfied” or “unsatisfied”). Although open-ended ques-
tions serve well to yield deeper, more nuanced, and potentially unexpected answers 
and insights, they are more time-consuming for both the respondent and the evalu-
ator. In contrast, closed-ended questions with short single-answer responses lessen 
the burden for data processing and analysis significantly.

Surveys may be administered face to face, through phone interviews, by mail, by 
email or a designated website via computer (or smartphones), and via short message 
service (SMS) with (regular) mobile phones.
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THE MAIN PROCEDURAL  
STEPS OF THE METHOD

Designing a survey usually involves the following seven steps: 

Clarifying the survey’s purpose and identifying the overarching issues and 
questions to be answered by the survey; 

Defining the (reference) population and corresponding sample of respondents; 

Developing the questionnaire (see guidance note 16, Developing and  
Using Scales); 

Conducting a pilot test and refining the questionnaire accordingly; 

Administering the survey to the specified sample; 

Entering the data (if not done automatically as in electronic and tab-
let-based surveys) and cleaning the data; and 

Analyzing and reporting the findings.

THE ADVANTAGES AND DISADVANTAGES  
OF THE METHOD

There are many advantages and disadvantages to surveys. Some of the most com-
mon are mentioned here.

One methodological advantage of the survey method is that respondents may an-
swer the same set of predetermined questions, allowing for collection of comparable 
data across large numbers of people (and over time). Moreover, the use of random 
sampling supports a broad range of statistical analyses and (under certain assump-
tions) allows for statistical inference of findings. In this way, surveys are useful for 
collecting generalizable data over a relatively short time.

Some key limitations of surveys relate to the type of data they gather and the pos-
sibility of bias. First, surveys are best suited for collecting quantitative data (that is, 
quantifiable responses). Although this type of information supports a broad range 
of statistical analyses, it may fail to capture deeper and more fine-grained nuances 
of the respondents’ experiences and perspectives. The use of open-ended questions 
may remedy this concern, but the data they yield are generally more time-con-
suming and difficult to analyze. Second, responses to survey questions are easily 
influenced by the specific wording, sequence, and type of questions; the structure 
and wording of the response categories provided; and other design features of the 
questionnaire, potentially biasing the findings. Questionnaire development, al-
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though seemingly simple, is a difficult task and central to the quality of any survey. 
Nonresponse, and especially, nonrandom nonresponse may significantly complicate 
the generalizability of findings (and the use of statistical inference).

THE APPLICABILITY  
OF THE METHOD

Surveys are widely applicable and relevant for collecting information on trends and 
patterns across a large group of individuals. Surveys are widely used in development 
evaluation in general and IEO evaluations specifically. Examples include the following:

1. Repeated surveys of a stratified sample of households were used as part of 
the evaluation of the feeder road program (under the Eritrean community 
development fund) to capture the road’s effect on nearby households. 
 
(Source: Bamberger, M., J. Rugh, and L. Mabry. 2020. 3rd ed. RealWorld 
Evaluation: Working under Budget, Time, Data, and Political Constraints. 
Thousand Oaks, CA: SAGE.)

2. Repeated surveys were used among a stratified random sample of 
households in Bangalore, India, to collect data on service use related 
to telephones, electricity, water and sewerage, public hospitals, 
transportation, and banks.  
 
(Source: World Bank. 2004. Influential Evaluations: Evaluations That Improved 
Performance and Impacts of Development Programs. International Bank for 
Reconstruction and Development. Washington, DC: World Bank. https://
www.ircwash.org/sites/default/files/Bamberger-2004-Influential.pdf.)

3. Household surveys were used to obtain initial data on the availability 
and use of ration shops as part of an evaluation of wheat flour ration 
shops in Pakistan.  
 
(Source: World Bank. 2004. Influential Evaluations: Evaluations That Improved 
Performance and Impacts of Development Programs. International Bank for 
Reconstruction and Development. Washington, DC: World Bank. https://
www.ircwash.org/sites/default/files/Bamberger-2004-Influential.pdf.)

4. The 2015/16 Ethiopia Rural Socioeconomic Survey combined household 
and community surveys to document agricultural and livestock practices, 
harvest outcomes, and socioeconomic conditions.  
 

https://www.ircwash.org/sites/default/files/Bamberger-2004-Influential.pdf
https://www.ircwash.org/sites/default/files/Bamberger-2004-Influential.pdf
https://www.ircwash.org/sites/default/files/Bamberger-2004-Influential.pdf
https://www.ircwash.org/sites/default/files/Bamberger-2004-Influential.pdf
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(Source: World Bank. 2017. “Ethiopia—Socioeconomic Survey 2015–2016 
Wave 3.” Data set. World Bank, Washington, DC.https://datacatalog.
worldbank.org/dataset/ethiopia-socioeconomic-survey-2015-2016 and 
https://microdata.worldbank.org/index.php/catalog/2783.)

5. The successive Living Standards Measurement Study covers many 
topics—for example, Integrated Surveys on Agriculture in Burkina Faso, 
Niger, Ethiopia, Nigeria, Malawi, Tanzania, Mali, and Uganda covered 
agriculture, socioeconomic status, and nonfarm income activities. 
 
(Source: World Bank. 2015. “LSMS—Integrated Surveys on 
Agriculture.” World Bank, Washington, DC. http://surveys.
worldbank.org/lsms/programs/integrated-surveys-agriculture-
ISA and http://siteresources.worldbank.org/INTLSMS/
Resources/3358986-1233781970982/5800988-1282216357396/7337519- 
1388758418241/GHS_Panel_Survey_Report_Wave_2.pdf.)
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15 Delphi Method

BRIEF DESCRIPTION  
OF THE METHOD

The Delphi method is a systematic and iterative process for eliciting opinions and 
determining consensus among a broad range of stakeholders. The method can be 
used to solicit feedback and reach consensus on a broad range of topics, issues, or 
needs. Findings from the Delphi method are particularly relevant for planning, prob-
lem solving, decision-making, program development, and forecasting.

THE MAIN VARIATIONS  
OF THE METHOD

Practical applications of the Delphi method vary in the use of paper-and-pencil ver-
sus online administration of the questionnaires, the number of iterative rounds used 
to solicit opinions, and the extent to which these rounds are structured or unstruc-
tured, among other things. A more recent variant, the face-to-face Delphi method, 
uses small group conferences.

THE MAIN PROCEDURAL  
STEPS OF THE METHOD

The Delphi procedure commonly involves the following five steps: 

Selecting the stakeholders to be included; 

Designing and administering a questionnaire eliciting stakeholder opinions 
on one or more specified topics; 

Analyzing the findings and summarizing an initial group response to the 
topics; 

Developing and administering a refined questionnaire eliciting stakeholder 
opinions on the group responses; and 

Analyzing and summarizing a refined group response. The fourth and fifth 
steps can be repeated until a final group consensus is reached.
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THE ADVANTAGES AND DISADVANTAGES  
OF THE METHOD

One advantage of the Delphi method is that it allows for consensus building among 
geographically dispersed stakeholders without the organizational constraints and 
expenses of an in-person meeting. The survey format allows individual stakehold-
ers to share their opinions anonymously and with equal status while allowing them 
to reflect on and respond directly to the group consensus. In this way, the method 
allows for group interaction without direct confrontation between stakeholders with 
opposing opinions. In some cases, a Delphi panel can constitute a reasonable alter-
native to a structured literature review in areas where very little literature exists (for 
example, on perspectives regarding the future of a particular sector).

There are also disadvantages to the method. The iterative process demands sus-
tained commitment among respondents. If reaching consensus involves multiple 
rounds of data collection, the process can be lengthy. The final consensus is highly 
influenced by the framing of the questions and statements in the questionnaire, 
the number of rounds, and the stakeholders included. Accordingly, these aspects 
and their potential implications should be carefully considered in the design of the 
Delphi method. The quality of evidence generated from the Delphi panel depends 
greatly on the levels of participants’ knowledge and the selection of participants 
(influencing potential generalizability).

THE APPLICABILITY  
OF THE METHOD

The Delphi method is applicable to a wide range of issues and topics and easily 
adapted in its administration for specific stakeholder needs. Practical applications of 
the Delphi method include the following:

1. A Delphi panel was used to elicit global experts’ opinions on trends in the 
renewable energy sector in the framework of the Independent Evaluation 
Group’s evaluation on Bank Group support for renewable energy. 
 
(Source: Jayawardena, Migara, Enno Heijndermans, Maurya West Meiers, 
Ryan Watkins, Joy Butscher, Shenghui Feng, and Noureddine Berrah. 
Forthcoming. “An Oracle for the Future of Renewable Energy: Global 
Experts Predict Emerging Opportunities and Challenges through a Delphi 
Technique.” Independent Evaluation Group, World Bank, Washington, DC).

2. The Delphi method was used to solicit expert opinion and identify 
consensus on agrifood policy options.  
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(Source: Frewer, L. J., A. R. H. Fischer, M. T. A. Wentholt, H. J. P. Marvin, B. 
W. Ooms, D. Coles, and G. Rowe. 2011. “The Use of Delphi Methodology 
in Agrifood Policy Development: Some Lessons Learned.” Technological 
Forecasting & Social Change 78: 1514–25. 

3. The Delphi method was used as part of an environmental valuation of 
the Amazon rain forest, where environmental valuation experts from 
several countries were asked to predict willingness to pay for different 
preservation options.  
 
(Source: Strand, J., R. T. Carson, S. Navrud, A. Ortiz-Bobea, and J. Vincent. 
2014. “A ‘Delphi Exercise’ as a Tool in Amazon Rainforest Valuation.” 
Policy Research Working Paper 7143, World Bank, Washington, DC. 
https://openknowledge.worldbank.org/bitstream/handle/10986/21139/
WPS7143.pdf?sequence=1.)

4. A Delphi survey was used as part of USAID’s Ending Preventable Child and 
Maternal Deaths strategy to identify priority health areas and develop 
consensus on a prioritized research agenda. 
 
(Source: USAID [US Agency for International Development]. n.d. “USAID 
Social and Behavior Change Programs for Ending Preventable Child and 
Maternal Deaths.” USAID, Washington, DC. http://pdf.usaid.gov/pdf_docs/
PBAAH599.pdf.)

5. A Delphi survey among 60 international malaria research experts was 
used to identify research priorities and elicit relative valuations of the 
potential impact of different types of health research.  
 
(Source: Mulligan, J.-A., and L. Conteh. 2016. “Global Priorities for 
Research and the Relative Importance of Different Research Outcomes: 
An International Delphi Survey of Malaria Research Experts.” 
Malaria Journal 15: 585. https://www.ncbi.nlm.nih.gov/pmc/articles/
PMC5139033/.)

6. A Delphi method was used to develop a competency-based tool for 
evaluation of community-based training in undergraduate medical 
education in India. 
 
(Source: Shewade, H. D., K. Jeyashree, S. Kalaiselvi, C. Palanivel, and K. C. 
Panigrahi. 2017. “Competency-Based Tool for Evaluation of Community-

https://openknowledge.worldbank.org/bitstream/handle/10986/21139/WPS7143.pdf?sequence=1
https://openknowledge.worldbank.org/bitstream/handle/10986/21139/WPS7143.pdf?sequence=1
http://pdf.usaid.gov/pdf_docs/PBAAH599.pdf
http://pdf.usaid.gov/pdf_docs/PBAAH599.pdf
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5139033/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5139033/
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Based Training in Undergraduate Medical Education in India—A Delphi 
Approach.” Advances in Medical Education and Practice 8: 277–86. https://
www.ncbi.nlm.nih.gov/pmc/articles/PMC5395246/.)
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16 Developing and Using Scales

BRIEF DESCRIPTION  
OF THE METHOD

A scale in its simplest form is a set of survey questions that collectively measure a 
specific concept (for example, poverty, self-esteem, farmer resilience). In evaluation, 
scaling is particularly relevant when data on outcomes are collected in the form 
of attitudes (satisfaction), emotions (quality of life), or even motivational states 
(self-efficacy), to name but a few. These are concepts (sometimes referred to as 
constructs) that are not directly observable and often broad in meaning, allowing for 
many different interpretations. Accordingly, scale development can be a useful step 
when developing surveys capturing these types of concepts.

THE MAIN VARIATIONS  
OF THE METHOD

As an alternative to scale development, the use of existing scales should be consid-
ered if relevant and appropriate—a broad and growing range of scales is available. 
One practical benefit of using an existing scale is avoiding the often time-consum-
ing task of defining and operationalizing a given concept. However, in the selection 
of a relevant scale, its appropriateness should be carefully considered in terms of its 
relevance (does it match the informational needs of the evaluation?) and feasibility 
(can it practically be administered as part of the evaluation?). Moreover, the scale 
should be relevant and appropriate for the intended respondents in the evaluation.

THE MAIN PROCEDURAL  
STEPS OF THE METHOD

Developing a scale requires the following six steps: 

Defining the concept to be measured (specifying the different subdimen-
sions that collectively make up the concept); 

Formulating a corresponding set of questions and answer categories that 
match the definition of the concept; 

Conducting a pilot test of the scale (Are the questions difficult to under-
stand? Do the response options match the question?); 

Analyzing the validity and reliability of the scale (using statistical analysis); 



Independent Evaluation Group | World Bank Group 117

Modifying the scale based on the pilot test results; and 

Administering the developed scale to a broader sample of respondents or 
observations.

Whether a new or existing scale is used, the scale chosen should always be char-
acterized by careful correspondence between each survey question and a specific 
aspect of the concept being measured; use of clear and simple language (avoid 
complex terms and slang); avoidance of items that all respondents would uniformly 
endorse (either positively or negatively); avoidance of questions that include more 
than one topic (double-barreled questions).

THE ADVANTAGES AND DISADVANTAGES  
OF THE METHOD

Scales are relevant in most evaluations. For example, project performance may be 
assessed using ordinal scales, each scale representing a level of performance. If ap-
plied appropriately, the use of a validated scale may enhance the validity (precision) 
and reliability (consistency) of the evaluation findings (see appendix A, Glossary 
of Key Terms, for definitions of these terms). Moreover, the use of existing scales 
may allow for comparisons or at least guidance on scoring or rating interpretations. 
There are also drawbacks. Developing a scale can be time-consuming, and pilot 
testing especially demands a considerable amount of time and effort. The validation 
of the scale demands some level of statistical expertise. Finally, the precision of the 
scale should match the degree of differentiation in evidence that can meaningfully 
support a particular scoring or rating.

THE APPLICABILITY  
OF THE METHOD

The use of scales is highly applicable in development evaluation and IEO evalua-
tions specifically. Examples include the following:

1. The Resilience Index Measurement and Analysis Model II measures the 
physical and capacity dimensions of household resiliency to food security 
shocks.  
 
(Source: FAO [Food and Agriculture Organization of the United Nations]. 
2016. RIMA-II Resilience Index Measurement and Analysis. Rome: FAO. 
https://reliefweb.int/sites/reliefweb.int/files/resources/AnalysIng%20
Resilience%20for%20better%20targeting%20and%20action.pdf.)

https://reliefweb.int/sites/reliefweb.int/files/resources/AnalysIng%20Resilience%20for%20better%20targeting%20and%20action.pdf
https://reliefweb.int/sites/reliefweb.int/files/resources/AnalysIng%20Resilience%20for%20better%20targeting%20and%20action.pdf
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2. The Human Development Index, the Inequality-Adjusted Human 
Development Index, the Gender Development Index, the Gender 
Inequality Index, and the Multidimensional Poverty Index are composite 
measures of average achievement in key dimensions of human 
development. These are developed and administered by the United 
Nations Development Programme, and data and summary statistics on 
the measures are available at the country level.  
 
(Source: United Nations Development Programme. 2017. “Global Human 
Development Indicators.” http://hdr.undp.org/en/countries.)

3. The Integrated Questionnaire for the Measurement of Social Capital—
with a focus on applications in developing countries—aims to provide 
quantitative data on various dimensions of social capital, including 
groups and networks, trust and solidarity, collective action and 
cooperation, information and communication, social cohesion and 
inclusion, and empowerment and political action. Developed by the 
World Bank, the tool has been pilot tested in Albania and Nigeria and has 
been widely used.  
 
(Source: Grootaert, C., D. Narayan, M. Woolcock, and V. Nyhan-Jones. 
2004. “Measuring Social Capital: An Integrated Questionnaire.” Working 
Paper 18, World Bank, Washington, DC. http://documents.worldbank.
org/curated/en/515261468740392133/Measuring-social-capital-an-
integrated-questionnaire.)

4. The Women’s Empowerment in Agriculture Index, launched in February 
2012 by the International Food Policy Research Institute, Oxford Poverty 
and Human Development Initiative, and USAID’s Feed the Future, is 
a comprehensive and standardized measure that captures women’s 
empowerment and inclusion in the agricultural sector. 
 
(Source: International Food Policy Research Institute. 2012. “WEAI 
Resource Center.” IFPRI, Washington, DC. http://www.ifpri.org/topic/
weai-resource-center.)
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17 Emerging Technologies for Data Collection

BRIEF DESCRIPTION  
OF THE METHOD

The rapid growth in the availability and accessibility of information and communi-
cation technology has opened up innovative avenues for data collection relevant to 
evaluation. Enlisting these technologies for data collection offers three advantages: 
(i) generating efficiencies in existing modes of operationalization; (ii) providing 
access to new sources of data; and (iii) expanding the reach of relevant information 
to remote and developing areas.

THE MAIN VARIATIONS  
OF THE METHOD

A comprehensive description of the vast and growing array of emerging technologies 
for data collection is beyond the scope of this guide. However, several applications are 
worth highlighting. Mobile devices such as smartphones and tablets have emerged as a 
widely accessible means of facilitating real-time data collection through SMS surveys, 
data collection apps, or “crowdsourced” reporting (where participants upload respons-
es to an open-source software platform). Mobile devices have also been used in finan-
cial transactions, reducing the time and cost to issue consumer receipts and increasing 
tax compliance. In countries where more people have mobile devices than computers, 
mobile devices have proven useful for generating early-warning disaster notifications. 
Such devices have several clear advantages for data collection in evaluation. First, they 
are less expensive than computers, and are therefore more commonly available for 
data collection. Second, they offer greater mobility, granting access to more remote 
areas. Third, various built-in functions such as location sensing allow practitioners 
greater access to a broader spectrum of metadata for decision-making and resource 
management, including location monitoring.

Another—closely related—avenue for data collection and management is the use 
of web-based software platforms to store real-time data collected from multiple 
users. To illustrate, software such as Sensemaker allows for real-time collection and 
analysis of respondent narratives. Crowdsourced data (for example, survey respons-
es, audio, images) can also be combined with GPS-based geographic information to 
facilitate the analysis of geographical trends and variations.

The increased use of mobile devices has also resulted in digital traces (big data) that 
can be collected and analyzed for evaluative purposes. These include postings and 
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activities on social media (for example, Twitter and Facebook) and metadata involv-
ing location, movement, and social interaction. With the advent of new forms of 
data analytics these digital traces can be sifted for meaning, documenting behavioral 
trends in social media, the progression of epidemics, access and use of infrastruc-
tural assets, and transportation patterns, among other things (see guidance note 19, 
Emerging Applications in Data Science and Data Analytics).

Another emerging technology is the use of drones (also referred to as unmanned aerial 
vehicles) for data collection, mapping, and monitoring in remote, hard-to-reach areas. 
Equipped with cameras, drones can collect aerial photographs and videos; create 
maps; chart topographical features, land cover, roads, buildings, and other infrastruc-
ture; and detect changes over time. Geospatial data have also been combined with geo-
coded data on development programs. This type of aid mapping can be used to survey 
the geographical dispersion of development investments, coordinate development aid 
efforts, generate data for improving own-source revenue generation, expand property 
registration and tax compliance, enable more responsive monitoring and asset man-
agement systems, and provide context for impact evaluations of development projects.

Finally, satellite imagery, which is publicly available through the NASA Earth Obser-
vations website, for example, has been used to estimate economic development and 
activity and regional growth, and, in combination with machine learning, to predict 
average household wealth and expenditures, educational attainment, or health out-
comes in rural areas (see guidance note 19, Emerging Applications in Data Science and 
Data Analytics).

THE MAIN PROCEDURAL  
STEPS OF THE METHOD

Though the breadth of this approach renders generation of a single set of procedural 
steps difficult, five general guidelines can be mapped: 

Determining the type of data to be measured (focusing on the unit of analy-
sis and the specific data collection needs); 

Formulating a data collection strategy to take advantage of the efficiencies 
provided by one or more of the emerging forms of data collection explored; 

Accounting for the potential weaknesses of the data collection plan, includ-
ing a strategy for the treatment of missing values (specifically nonrandom 
gaps in the data resulting from various idiosyncrasies of the data collection 
plan used); 
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Selecting a consistent and unbiased method of analysis for the collected 
data; and 

Assessing the potential for scaling and replicability of the method of data 
collection being considered.

THE ADVANTAGES AND DISADVANTAGES  
OF THE METHOD

Using emerging technologies can (i) increase the feasibility and reach of the data 
collection; (ii) minimize delays in data entry and processing; (iii) lower the cost 
of data collection; (iv) expand access to remote areas; and (v) provide real-time or 
at least more readily updated data for analysis. Moreover, texts, images, or even 
audio and video recordings can be collected through mobile devices, potentially 
broadening the types of data available for the evaluation. A greater diversity of 
data sources can improve the quality (for example, the credibility) of the evalua-
tion, allowing practitioners to triangulate among multiple sources to assess the 
impact of complex programs.

Although emerging technologies can expand the reach and efficiency of available 
data, evaluators must ensure that overreliance on available information does not 
lead to “convenience sampling,” whereby conclusions are based not on the reference 
population but rather on the (biased) sample of available data. These technologies 
can offer evaluators hitherto untapped troves of data, but data collection also must 
be designed to ensure that the samples used are both representative of and mean-
ingful for the subject of analysis.

A related concern is that overreliance on remote data collection may limit the evalu-
ators’ understanding of the context within which data were collected. Moreover, ow-
ing to the evolving and unstructured nature of the information collected, it may be 
difficult (if not impossible) to assess its quality. Exclusive reliance on mobile devices 
may introduce selection bias by excluding those without devices or the skills to use 
them or those in areas with limited internet or cellular connectivity.

Finally, there are a number of important ethical issues and regulatory frameworks 
to consider when using emerging technologies. These include protocols for ac-
quiring respondents’ consent, privacy rights, proper anonymization of metadata 
and aggregate population demographics, ethical codes of conduct, customs and 
aviation regulations (for drone use), and telecom or data protection regulations, 
among others. Accordingly, the use of emerging technologies should always involve 
a careful assessment and mitigation of potential consequences for affected commu-
nities,  and comply with relevant regulations and permissions. Given disparities in 
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national guidelines and regulations related to mobile data collection, digital traces, 
geographic information systems, and online sampling, both ethical and regulatory 
considerations should be given full and measured consideration in the design phase 
of any data collection approach.

THE APPLICABILITY  
OF THE METHOD

Applications of emerging technologies for data collection—although growing—are 
still relatively rare in both development evaluation and IEO evaluations. Examples 
include the following:

1. The BRAC organization (formerly Bangladesh Rural Advancement 
Committee) contacted almost 12,000 village-level organizations in 
Bangladesh to ask community members what their priorities were. 
Its frontline staff workers took advantage of regular meetings in 
communities to conduct a poll and send in community priorities by SMS 
(May, 2013). 
 
(Source: Raftree, L., and M. Bamberger. 2014. Emerging Opportunities: 
Monitoring and Evaluation in a Tech-Enabled World. New York: The Rockefeller 
Foundation. https://www.rockefellerfoundation.org/wp-content/uploads/
Monitoring-and-Evaluation-in-a-Tech-Enabled-World.pdf.)

2. The United Nations Children’s Fund worked with local partners in Uganda 
to engage over 100,000 young people as u-Reporters who then received 
SMS polls.  
 
(Source: UNICEF. 2012. “U-Report Application Revolutionizes Social 
Mobilization, Empowering Ugandan Youth.” https://www.unicef.org/
french/infobycountry/uganda_62001.html.)

3. The Oxfam America Horn of Africa Risk Transfer for Adaptation weather-
indexed crop insurance program in Ethiopia used a program theory and 
collected satellite-generated rainfall data as part of its monitoring and 
evaluation system. 
 
(Source: Raftree, L., and M. Bamberger. 2014. Emerging Opportunities: 
Monitoring and Evaluation in a Tech-Enabled World. New York: The 
Rockefeller Foundation. https://www.rockefellerfoundation.org/wp-content/
uploads/Monitoring-and-Evaluation-in-a-Tech-Enabled-World.pdf.)

https://www.rockefellerfoundation.org/wp-content/uploads/Monitoring-and-Evaluation-in-a-Tech-Enabled-World.pdf
https://www.rockefellerfoundation.org/wp-content/uploads/Monitoring-and-Evaluation-in-a-Tech-Enabled-World.pdf
https://www.unicef.org/french/infobycountry/uganda_62001.html
https://www.unicef.org/french/infobycountry/uganda_62001.html
https://www.rockefellerfoundation.org/wp-content/uploads/Monitoring-and-Evaluation-in-a-Tech-Enabled-World.pdf
https://www.rockefellerfoundation.org/wp-content/uploads/Monitoring-and-Evaluation-in-a-Tech-Enabled-World.pdf
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4. The PartoPen is a multimedia pen and tablet used for maternal health 
training, data recording, and built-in monitoring. The PartoPen system 
provides training instructions, task reminders, and audio feedback in 
real time. The system also can detect abnormal labor progression by 
analyzing data and provides audio and text-based feedback to encourage 
birth attendants to take appropriate action. Evaluators used the tool’s 
capabilities to measure errors, corrections, and information recorded and 
to evaluate whether providing a tutorial on the PartoPen improved health 
workers’ use of it. 
 
(Source: Underwood, H., S. Sterling, and J. K. Bennett. 2013. “The PartoPen 
in Training and Clinical Use—Two Preliminary Studies in Kenya.” 
Proceedings of the International Conference on Health Informatics 1: 112–
21.)

5. A web-based platform, Sensemaker, was used in Rwanda to collect 
parents’ perceptions of a mentoring program. The platform allowed 
simultaneous data entry (including narratives) by multiple respondents 
in different locations.  
 
(Source: Raftree, L., and M. Bamberger. 2014. Emerging Opportunities: 
Monitoring and Evaluation in a Tech-Enabled World. New York: The Rockefeller 
Foundation. https://www.rockefellerfoundation.org/wp-content/uploads/
Monitoring-and-Evaluation-in-a-Tech-Enabled-World.pdf.)

6. As part of the Secondary Education Improvement Project in Ghana, a 
smartphone platform combining crowdsourcing of citizen input (images 
and testimonies) with GPS-based geographic information was used for 
mapping and real-time monitoring of schools.  
 
(Source: World Bank. 2017. “Ghana Secondary Education Improvement 
Project.” World Bank, Washington, DC. http://projects.worldbank.org/
P145741?lang=en.)

7. Satellite imagery of densities of buildings and cars, the prevalence of 
shadows, road lengths, roof materials, agricultural crops, and other textural 
features was used to predict several poverty indicators of the Household 
Income Expenditure Survey and the Census of Population and Housing.  
 
(Source: Donaldson, D., and A. Storeygard. 2016. “The View from Above: 
Applications of Satellite Data in Economics.” Journal of Economic 
Perspectives 30 (4): 171–98.)

https://www.rockefellerfoundation.org/wp-content/uploads/Monitoring-and-Evaluation-in-a-Tech-Enabled-World.pdf
https://www.rockefellerfoundation.org/wp-content/uploads/Monitoring-and-Evaluation-in-a-Tech-Enabled-World.pdf
http://projects.worldbank.org/P145741?lang=en
http://projects.worldbank.org/P145741?lang=en
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8. Aid mapping, using a publicly available data set of 61,243 World Bank 
project locations, was used to estimate regional impact variations on 
vegetative carbon sequestration.  
 
(Source: Runfola, D., A. B. Yishay, J. Tanner, G. Buchanan, J. Nagol, M. 
Leu, S. Goodman, R. Trichler, and R. Marty. 2017. “A Top-Down Approach 
to Estimating Spatially Heterogeneous Impacts of Development Aid on 
Vegetative Carbon Sequestration.” Sustainability 9 (3): 409.)

9. Impact evaluation using mobile devices has been particularly effective 
in Sub-Saharan Africa. For example, the Competitive African Cotton 
Initiative, the African Cashew Initiative, and the Coffee Project Tanzania 
all took advantage of mobile devices (specifically tablets) to conduct 
impact evaluations and help increase local farm revenues in Ghana, Côte 
d’Ivoire, and Tanzania. 
 
(Source: Leidig, Mathias, Richard M. Teeuw, and Andrew D. Gibson. 2016. 
“Data Poverty: A Global Evaluation for 2009 to 2013—Implications for 
Sustainable Development and Disaster Risk Reduction.” International 
Journal of Applied Earth Observation and Geoinformation 50: 1–9. https://
www.sciencedirect.com/science/article/abs/pii/S0303243416300241.)

10. The Kenya Municipal Program relied on data collected via smartphones 
and tablets to generate demographic and economic estimates for 15 cities 
in Kenya, drawing on data from over 150,000 households and more than 
5,000 variables to assess the quality of and access to key infrastructure. 
 
(Source: World Bank. 2010. “Kenya Municipal Program.” World Bank, 
Washington, DC. https://projects.worldbank.org/en/projects-operations/
project-detail/P066488?lang=en.)

11. The Geo-Enabling Initiative for Monitoring and Supervision takes 
advantage of an open-source data tool kit (based on the Harvard 
Humanitarian Initiative’s free KoBo Toolbox) to generate a centralized 
monitoring and evaluation system, helping build capacity in areas where 
connectivity and access are limited because of conflict, fragility, or violence.  
 
(Source: World Bank. 2019. Geo-Enabling Initiative for Monitoring and 
Supervision. Washington, DC: World Bank Group. http://documents.
worldbank.org/curated/en/271431561153010274/Geo-Enabling-
Initiative-for-Monitoring-and-Supervision-GEMS.)

https://www.sciencedirect.com/science/article/abs/pii/S0303243416300241
https://www.sciencedirect.com/science/article/abs/pii/S0303243416300241
https://projects.worldbank.org/en/projects-operations/project-detail/P066488?lang=en
https://projects.worldbank.org/en/projects-operations/project-detail/P066488?lang=en
http://documents.worldbank.org/curated/en/271431561153010274/Geo-Enabling-Initiative-for-Monitoring-and-Supervision-GEMS
http://documents.worldbank.org/curated/en/271431561153010274/Geo-Enabling-Initiative-for-Monitoring-and-Supervision-GEMS
http://documents.worldbank.org/curated/en/271431561153010274/Geo-Enabling-Initiative-for-Monitoring-and-Supervision-GEMS
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Frontier Technologies Hub works with UK Aid to apply frontier technologies to the 
biggest challenges in development. https://medium.com/frontier-technology-lives-
treaming/.
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https://medium.com/frontier-technology-livestreaming/
https://medium.com/frontier-technology-livestreaming/
https://www.ictworks.org/
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Insight2Impact provides a collection of blog posts on innovative data collection 
methods and issues. https://i2ifacility.org/search?tag_term=data-collection.

Principles for Digital Development is a website created and maintained by a commu-
nity of practice of professionals working in digital development. https://digitalprin-
ciples.org.

Spatial Agent: A World of Data at Your Fingertips. https://olc.worldbank.org/about-
olc/spatial-agent-world-data-your-fingertips.
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en/sections/issues-depth/big-data-sustainable-development/index.html.

The United Nations Integrated Geospatial Information Framework provides a basis and 
guide for developing, integrating, strengthening, and maximizing geospatial informa-
tion management and related resources in all countries. https://ggim.un.org/IGIF/.

UK Department for International Development Digital Strategy 2018 to 2020: Doing 
Development in a Digital World. https://www.gov.uk/government/publications/dfid-
digital-strategy-2018-to-2020-doing-development-in-a-digital-world.

https://i2ifacility.org/search?tag_term=data-collection
https://digitalprinciples.org
https://digitalprinciples.org
https://olc.worldbank.org/about-olc/spatial-agent-world-data-your-fingertips
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https://www.un.org/en/sections/issues-depth/big-data-sustainable-development/index.html
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https://ggim.un.org/IGIF/
https://www.gov.uk/government/publications/dfid-digital-strategy-2018-to-2020-doing-development-in-a-digital-world
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SPECIFIC METHODS: 
DATA ANALYSIS METHODS

This section provides guidance notes on specific methods and tools for data analysis. 
These are commonly used in combination with the main methodological approach-
es and specific methods and tools for data collection presented in the preceding 
sections of this chapter. Most data analysis methods require either qualitative or 
quantitative data and can be used in combination with several different evaluation 
approaches: for example, case studies can draw on the analysis of both qualitative 
and quantitative data, and quasi-experiments rely on theoretical assumptions that 
might need literature reviews or qualitative data. However, some approaches require 
their own specific data formats or strategies for data analysis: for example, QCA is 
applied to Boolean or fuzzy data sets, and process tracing assesses the probative 
value of data strictly in the context of specific assumptions; this value might change 
completely under different assumptions and contexts. This section will cover only 
data analysis methods that are relatively neutral in this sense and can be used with a 
variety of approaches.

We start by recapitulating the typical, “traditional” ways of analyzing quantitative 
data sets and then discuss how emerging tools in data science and data analytics 
are expanding the realm of what is possible in this field. We conclude by covering 
computer-based tools used to analyze data typically collected during interviews and 
focus group discussions.

Notice that qualitative data analysis as a broad concept is not limited to the analysis 
of interview transcripts: this guide does not cover observation and desk reviews, but 
these are integral to data collection and analysis in evaluation and research. Some 
approaches mentioned in this guide, such as process tracing, also make heavy use of 
timelines and particular kinds of observations (sometimes known as trace evidence) 
that are considered conclusive because they uniquely arise under the assumption 
that the theory under investigation is true.
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18 �Conducting Statistical Analysis  
with “Traditional” Data Sets

BRIEF DESCRIPTION  
OF THE METHOD

Secondary analysis is the analysis of data or information that was gathered by some-
one else (for example, researchers, government agencies), gathered for some other 
purpose, or a combination of these. Data collected by others are termed secondary 
data or archival data; primary data are collected directly by the evaluation team. 
Data sets providing useful and accessible information are increasingly available (see 
Other Resources in guidance note 14, Surveys).

THE MAIN VARIATIONS  
OF THE METHOD

The volume of data generated and openly shared by research organizations and 
institutes, public administrations and agencies, and nonprofit organizations has 
increased immeasurably. These data include demographic and economic data from 
household surveys and censuses, employment and wage statistics from government 
databases, and health and poverty data (for example, using standardized indices and 
indicators), to name but a few (see guidance note 14, Surveys).

Depending on the informational needs and the nature of the data, a broad range of 
statistical analyses can be conducted with secondary sources of data, including point 
estimates for selected populations (for example, to establish a baseline; see guid-
ance notes 2, Experimental Approaches, and 3, Quasi-Experimental Approaches), 
cross-tabulations and proportions (for example, to determine distributions), analy-
sis of variance and other significance tests across subpopulations (for example, to 
compare specific characteristics or outcomes), multivariate statistics (for example, 
multiple regression models), and time series analyses (for example, capturing trends 
over time). These analyses are mostly conducted for descriptive or causal reasons. 
For description, for example, they can help in understanding how given resources 
are distributed within a population of interest and what characteristics of individu-
als, households, firms, or geographical areas they correlate with (see guidance note 
14, Surveys). For causation, they aim to answer causal questions and often inform 
the reconstruction of counterfactual or comparison situations (see guidance note 3, 
Quasi-Experimental Approaches).
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THE MAIN PROCEDURAL  
STEPS OF THE METHOD

Using secondary data sources should, at a bare minimum, involve the following 
four steps: 

Defining the type of data needed for the evaluation; 

Exploring existing and reliable sources for relevant secondary data; 

Examining the background, quality, and properties of the identified data; 
and 

Extracting and analyzing the data using the appropriate (statistical) methods.

THE ADVANTAGES AND DISADVANTAGES  
OF THE METHOD

The use of secondary data can be both valuable and cost-effective. Statistical 
analysis of secondary data can be used for better understanding of context and 
patterns (for example, trend analysis). This is particularly the case for aggregate 
indicators that represent high-level signals of relevant issues and a barometer of 
changing conditions that an evaluation could take into account. In retrospective 
evaluations, secondary data can also be used for establishing a baseline and inform 
the identification of comparison groups for counterfactual-based causal inference. 
Further discussion on the use of (secondary) data to determine the net effect of a 
program can be found in guidance notes 2, Experimental Approaches, and 3, Qua-
si-Experimental Approaches.

The use of secondary data also comes with limitations. One all-too-common issue is 
that secondary data, especially large-scale databases assembled for administrative 
purposes, may not match the informational needs of specific evaluations. The scope 
and level of aggregation may leave the data difficult to anchor in a local context. 
Other limitations typically involve nontransparent and potentially unreliable data 
collection procedures, and time gaps in dissemination and accessibility.
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THE APPLICABILITY  
OF THE METHOD

The increasing availability of secondary data sets makes the approach increasingly 
accessible and applicable in both development evaluation in general and IEO evalu-
ations more specifically. Practical applications of secondary (statistical) data analy-
sis include the following:

1. An analysis was conducted as part of the Independent Evaluation Group’s 
Shared Prosperity evaluation, where the association between World Bank 
development policy lending and the quality of the client governments’ 
social policies was examined, using the Country Policy and Institutional 
Assessment ratings.  
 
(Source: World Bank. 2017. Growth for the Bottom 40 Percent: The World 
Bank Group’s Support for Shared Prosperity. Independent Evaluation 
Group. Washington, DC: World Bank. https://ieg.worldbankgroup.org/
evaluations/shared-prosperity.)

2. Existing data sets were used to gather evidence related to the contribution 
of the Bank Group to furthering regional integration over the evaluation 
period, estimating a macro-level difference-in-differences model of 
regional integration in the trade and transport sectors. 
 
(Source: World Bank. 2019. Two to Tango: An Evaluation of World Bank 
Group Support to Fostering Regional Integration. Independent Evaluation 
Group. Washington, DC: World Bank. https://ieg.worldbankgroup.org/
evaluations/regional-integration.)

3. An analysis examined relationships among Bank Group interventions and 
reduced costs of trade, along with a set of control variables identified 
in the relevant literature as important codeterminants (for example, 
quality of infrastructure, quality of institutions, and stage of economic 
development). 
 
(Source: World Bank. 2019. Grow with the Flow: An Independent 
Evaluation of World Bank Group Support to Facilitating Trade 2006–17. 
Independent Evaluation Group. Washington, DC: World Bank. https://ieg.
worldbankgroup.org/evaluations/facilitating-trade.)

https://ieg.worldbankgroup.org/evaluations/shared-prosperity
https://ieg.worldbankgroup.org/evaluations/shared-prosperity
https://ieg.worldbankgroup.org/evaluations/regional-integration
https://ieg.worldbankgroup.org/evaluations/regional-integration
https://ieg.worldbankgroup.org/evaluations/facilitating-trade
https://ieg.worldbankgroup.org/evaluations/facilitating-trade
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READINGS AND RESOURCES

(See also guidance notes 2, Experimental Approaches, 3, Quasi-Experimental Ap-
proaches, and 14, Surveys.)

Background

Bruce, Peter, and Andrew Bruce. 2017. Practical Statistics for Data Scientists: 50 Essen-
tial Concepts. Newton, MA: O’Reilly Media.

Field, Andy. 2020. Discovering Statistics Using IBM SPSS. Thousand Oaks, CA: SAGE.
Frankfort-Nachmias, Chava, and Anna Leon-Guerrero. 2018. Social Statistics for a 

Diverse Society, 8th ed. Thousand Oaks, CA: SAGE.

Advanced

Field, Andy, Jeremy Miles, and Zoë Field. 2012. Discovering Statistics Using R. Thou-
sand Oaks, CA: SAGE.

Heeringa, S. G., B. T. West, and P. A. Berglund. 2017. Applied Survey Data Analysis. 
New York: Chapman and Hall/CRC.

Wickham, Hadley, and Garrett Grolemund. 2016. R for Data Science: Import, Tidy, 
Transform, Visualize, and Model Data. Newton, MA: O’Reilly Media.
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19 �Emerging Applications in Data Science  
and Data Analytics

BRIEF DESCRIPTION  
OF THE METHOD

Data science is an interdisciplinary field focused on extracting knowledge from data 
sets, which are typically large. The field encompasses analysis, preparing data for 
analysis, and presenting findings to inform high-level decisions in an organization. As 
such, it incorporates skills from computer science, mathematics, statistics, information 
visualization, graphic design, and business. In 2015, the American Statistical Associa-
tion identified database management, statistics and machine learning, and distributed 
and parallel systems as the three emerging foundational professional communities. 
There is no broad consensus on the definition of data science, but, at least historically, 
it is a development of traditional statistics. This is a rapidly evolving field; spurred by 
fast-growing technological capacity to access and process big data, applications in data 
science and analytics revolve around harvesting and using the digital traces generated 
by social media, mobile devices, and online search engines, among other sources. In 
addition, it includes text analytics (text as data) and machine learning. Explorative, 
descriptive, and predictive analyses based on these digital traces are but a few examples 
of how data science and data analytics can complement evaluation.

THE MAIN VARIATIONS  
OF THE METHOD

The vast and ever-expanding array of variations in data science and data analytics 
makes a comprehensive overview of evaluation applications difficult, if not impos-
sible. Broadly speaking, it usually involves the integration of large volumes of data, 
sometimes from multiple sources (some of which are collected in real time); the use 
of statistical modeling and machine learning to identify patterns (associations) in 
the data; and the presentation of these using data summarization and visualization 
techniques. In development evaluation, these tools can be applied to a broad variety 
of data, including, for example, evaluation reports (that is, text as data), electronic 
transactions, social media data, satellite imagery, and phone records. For example, 
using satellite imagery, mobile phone use, and financial transaction data as proxies 
for poverty measurement can be very efficient but requires “ground-truthing” with 
other types of data (for example, survey data) to assess consistency.

Due to their prominence in emerging evaluation practice, three broad approaches 
for using text analytics and machine learning in evaluation will be explored in this 
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guidance note: holistic summarization, classification and extraction, and content 
analysis. These represent general categories of analysis, with different degrees of 
depth and variations in applications.

Several tools can be harnessed for summarization and holistic portfolio evaluation. 
Various models of text analytics (including, among others, correlated topic modeling, 
latent Dirichlet allocation, cluster analysis of term-correlation associations, n-gram 
analysis, sentiment analysis, and network models) can be leveraged to generate effi-
ciencies. Such approaches begin with a relatively modest goal, seeking to summarize 
common concepts, constructs, and variations in a large corpus of work, drawing on 
machine learning tools that streamline descriptive analysis in a robust and system-
atic way. A combination of descriptive tools can give evaluators a broad sense of the 
common themes and associations inherent in a large body of text. They are particu-
larly useful as a first step in the evaluation of thematic work, helping to focus evalu-
ators’ priors on the commonalities shared across texts. Used alongside conventional 
qualitative reviews and expert appraisals, these tools can assist evaluators in iden-
tifying the universe of cases relevant to an evaluation (that is, identifying the eval-
uand), supplementing theory-driven insights, and capturing minute variations that 
might otherwise be missed in a manual review of, for example, project documents.

Relatedly, classification and extraction involve emerging methods that can help mine 
useful information and sort it according to either user-inputted (supervised) or 
machine-generated (unsupervised) categories. Classification can be useful for both 
diagnostic and reference purposes: unlike manual approaches, these tools allow 
evaluators to capture the full variation in program descriptions or outcomes. This 
provides a distinct advantage over a qualitative-only approach, which can suffer 
from incompleteness, selection effects due to incomplete or biased sampling, and 
anecdotal insights. For unsupervised learning and classification, methods such as 
K-means clustering, Word2Vec modeling, latent Dirichlet allocation, and cluster 
dendograms can be used to identify broad categories within a corpus of text. Pic-
torial n-grams can generate a visual guide to common word frequencies, aiding in 
additional automated categorization or manual classification. These tools are most 
effective when compared with human-coded labels to ensure high convergence 
between the two. The use of supervised learning methods can ensure greater accu-
racy in classification, though they require more time and effort than unsupervised 
methods. These methods typically “train” a model based on a subset of hand-coded 
tags, allowing evaluators to input useful theoretical priors and practical experience 
into the classification procedure. For instance, multicategory classification can be 
achieved via a multinomial Bayes classifier, though its effectiveness will be a direct 
function of the quality and size of the training set on which it is based.



136 Evaluation of International Development Interventions | Chapter 3

Finally, there are innovations relevant for content analysis. Tools such as se-
quence-to-sequence models offer a supervised option to generate summaries from 
relatively uniform input data based on finite vocabulary and relatively common word-
phrase combinations. However, such applications tend to be less useful in evaluation, 
owing simply to the innate complexity of the subjects under consideration. There ex-
ists a real trade-off between efficiency and utility in this respect: although automated 
methods for content analysis can parse and summarize data, there is a risk that much 
of the underlying nuance will be lost, even with a relatively large training set. These 
risks are further compounded when unsupervised abstractive tools are used without 
proper cross-validation and triangulation with manual analysis. Factual inaccuracy 
and self-repetition can be endemic, although work and progress in this field continues. 
One broad variant of text analytics is social media analytics. This includes analyses 
of publicly available content from social media and professional networking sites 
(for example, Facebook, Twitter, LinkedIn). To illustrate, LinkedIn Talent Insights, a 
self-service, big data analytics program, allows for both local and global analyses of job 
and employment patterns and educational attainment profiles, and can even map skill 
growth and distribution in specific geographical locations.

THE MAIN PROCEDURAL  
STEPS OF THE METHOD

Three preliminary steps can be defined in the applications of text analytics and ma-
chine learning to evaluation: 

Identifying a well-defined research question applicable to this type of analysis; 

Conducting a review of the inventory of available and applicable (textual) 
data; and 

Preparing the data for analysis, accounting for patterns of systematically 
missing values, and reflecting on other biases in the data. After these steps, 
the specific needs of the evaluation must be considered. If the applica-
tion requires purely descriptive methods, the data could be treated with a 
combination of unsupervised machine learning methods and basic statis-
tical summarization or visualization techniques. Where extractive (such as 
categorization) or content analysis is required, a combination of unsuper-
vised and supervised learning methods (with subsequent cross-validation 
and statistical analysis) is appropriate. This requires an iterative approach, 
relying on a sufficiently informative training data set and reliability tests 
comparing outputs from automated content analysis to manual coding.
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THE ADVANTAGES AND DISADVANTAGES  
OF THE METHOD

The application of data science and data analytics in evaluation is promising in 
many ways. Machine learning and data analytics offer three significant advantages 
relative to manual approaches: (i) streamlining the analysis of large volumes of data; 
(ii) capturing and updating information in real time; and (iii) conducting a holistic 
review of underlying features (see guidance note 17, Emerging Technologies for Data 
Collection). Data science and data analytics can complement evaluation in a number 
of different ways. In evaluation, these applications can be used for various purpos-
es: descriptive (for example, providing information on the nature of the program 
and of the context within which a program operates—before, during, or after pro-
gram implementation), extractive (for example, categorizing text based on common 
features), or even prescriptive (for example, using simulation models and forecasting 
techniques to advise on how to redesign the program for specific outcomes). When 
combined with appropriate statistical modeling techniques, such applications can 
lend greater analytical rigor to evaluations, assessing correlates of program effec-
tiveness, diagnosing common failures, and assessing complex associations for better 
understanding of underlying trends and patterns in the data.

Although emerging analytical tools for text analytics can venture into more sophis-
ticated approaches such as sentiment analysis or topic modeling, they should be 
seen not as a substitute for but as a complement to traditional (desk review) practic-
es in evaluation. Absent proper supervision and practitioner inputs, such models are 
liable to generate biased, inconsistent, or even meaningless information. To illus-
trate, patterns in internet traffic may reflect the behavior of actual users, computer 
programs (also known as bots), or some combination of these. Moreover, the internet 
users generating the data may not be representative of other individuals who have 
limited or no access to the internet, potentially introducing selectivity bias. Finding 
the right balance between modeling and cross-validation is therefore important, a 
task that is as much a science as an art. Best practices require multiple iterations of 
data analysis paired with successive user input to guarantee the overall validity of 
the output generated. Close collaboration between evaluators and data scientists is 
key to guaranteeing the quality of the analysis and its findings.
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THE APPLICABILITY  
OF THE METHOD  
(BEYOND TEXT ANALYTICS)

The increased accessibility and capacity to use big data makes data science and data 
analytics increasingly applicable in both development evaluation in general and IEO 
evaluations specifically. Examples include the following:

1. The United Nations Population Fund, as part of a population census in 
Afghanistan, developed population maps using geographic information 
system modeling to integrate demographic survey data with satellite 
imagery and other infrastructure data.  
 
(Source: Bamberger, M. 2016. Integrating Big Data into the Monitoring and 
Evaluation of Development Programmes. New York: UN Global Pulse. http://
unglobalpulse.org/sites/default/files/IntegratingBigData_intoMEDP_web_
UNGP.pdf.)

2. Translator Gator, a language game, was developed to create text 
mining dictionaries for recognizing sustainable development–related 
conversations in Indonesia across the local dialects, jargon, and 
alphabets. In 2017, Global Pulse released Translator Gator 2 to test 
whether crowdsourcing can be used to develop taxonomies for disaster-
related keywords to inform disaster management efforts.  
 
(Source: Bamberger, M. 2016. Integrating Big Data into the Monitoring and 
Evaluation of Development Programmes. New York: UN Global Pulse. http://
unglobalpulse.org/sites/default/files/IntegratingBigData_intoMEDP_web_
UNGP.pdf.)

3. CycloMon is an analytics and visualization platform developed to assist 
governments in helping communities prepare for and respond to the 
impact of tropical cyclones. The platform was developed to monitor social 
response before, during, and after cyclones across 14 countries in the 
Pacific region.  
 
(Source: Bamberger, M. 2016. Integrating Big Data into the Monitoring and 
Evaluation of Development Programmes. New York: UN Global Pulse. http://
unglobalpulse.org/sites/default/files/IntegratingBigData_intoMEDP_web_
UNGP.pdf.)

http://unglobalpulse.org/sites/default/files/IntegratingBigData_intoMEDP_web_UNGP.pdf
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http://unglobalpulse.org/sites/default/files/IntegratingBigData_intoMEDP_web_UNGP.pdf
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http://unglobalpulse.org/sites/default/files/IntegratingBigData_intoMEDP_web_UNGP.pdf
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http://unglobalpulse.org/sites/default/files/IntegratingBigData_intoMEDP_web_UNGP.pdf
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4. Financial transaction data can be used to better understand the economic 
resilience of people affected by natural disasters. An example is a project 
that measured daily point-of-sale transactions and ATM withdrawals at 
high geospatial resolution to gain insight into how people prepare for and 
recover from disaster. 
 
(Source: Bamberger, M. 2016. Integrating Big Data into the Monitoring and 
Evaluation of Development Programmes. New York: UN Global Pulse. http://
unglobalpulse.org/sites/default/files/IntegratingBigData_intoMEDP_web_
UNGP.pdf.)

5. Satellite imagery can be used to capture the condition of roofs on houses 
and develop image processing software to count roofs and identify 
their construction materials. These data can be ground-truthed against 
existing survey data related to poverty. 
 
(Source: Bamberger, M. 2016. Integrating Big Data into the Monitoring and 
Evaluation of Development Programmes. New York: UN Global Pulse. http://
unglobalpulse.org/sites/default/files/IntegratingBigData_intoMEDP_web_
UNGP.pdf.)

6. The Priorities for Local AIDS Control Efforts mapping tool uses a plug-
in with QGIS (a popular free and open-source geographic information 
system program), which allows evaluators to import data (for example, 
health data) and display them in a simple form on a computer screen and 
in a printout. 
 
(Source: MEASURE Evaluation. n.d. “The PLACE Mapping Tool: A Plug-in 
for QGIS.” https://www.measureevaluation.org/resources/tools/hiv-aids/
place/the-place-mapping-tool-a-plug-in-for-qgis.)

7. Machine learning and text analytics were used to extract and categorize 
information from private sector project evaluation reports to create 
synthetic lessons learned on project performance. 
 
(Source: Bravo, L., A., Hagh, Y. Xiang, and J. Vaessen. Forthcoming. 
“Machine Learning in Evaluative Synthesis—Lessons from Private-Sector 
Evaluation in the World Bank Group.” World Bank, Washington, DC.)

8. Machine learning was combined with matching techniques to improve the 
accuracy of impact estimates in a program evaluation. 
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(Source: Linden, A., and P. R. Yarnold. 2016. “Combining Machine 
Learning and Matching Techniques to Improve Causal Inference in 
Program Evaluation.” Journal of Evaluation in Clinical Practice 22 (6): 
864–70.)

9. Machine learning classification algorithms were used to develop 
predictive models of household poverty status and, combined 
with satellite imagery, to predict and map poverty across different 
geographical locations. 
 
(Source: Jean, N., M. Burke, M. Xie, M. Davis, D. B. Lobell, and S. Ermon. 
n.d. “Combining Satellite Imagery and Machine Learning to Predict 
Poverty.” Sustainability and Artificial Intelligence Lab, Stanford 
University. http://sustain.stanford.edu/predicting-poverty.)

10. Machine learning algorithms were used to model publicly available 
survey data and satellite imagery from five African countries (Nigeria, 
Tanzania, Uganda, Malawi, and Rwanda) and to track and predict local 
crop yields and economic outcomes.  
 
(Source: You, J., L. Xiaocheng, M. Low, D. B. Lobell, and S. Ermon. n.d. 
“Combining Remote Sensing Data and Machine Learning to Predict Crop 
Yield.” Sustainability and Artificial Intelligence Lab, Stanford University. 
http://sustain.stanford.edu/crop-yield-analysis.)

11. Aviation incident reports were categorized using support vector machine 
analysis, helping to evaluate safety records using archival documents. 
 
(Source: Tanguy, L., N. Tulechki, A. Urieli, E. Hermann, and C. Raynal. 
2016. “Natural Language Processing for Aviation Safety Reports: From 
Classification to Interactive Analysis.” Computers in Industry 78: 80–95.)

12. Neural networks were used to appraise water quality and flood risks; the 
resulting data informed management of urban water systems to mitigate 
water-based disasters. 
 
(Source: Abdellatif, M., W. Atherton, R. Alkhaddar, and Y. Osman. 2015. 
“Flood Risk Assessment for Urban Water System in a Changing Climate 
Using Artificial Neural Network.” Natural Hazards 79 (2): 1059–77.)

13. A combination of machine learning techniques (including support vector 
machine, K-nearest neighbors, and naïve Bayes) was used to predict 

http://sustain.stanford.edu/predicting-poverty
http://sustain.stanford.edu/crop-yield-analysis
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famine onset in Uganda, helping to understand the relationship between 
food security and starvation. 
 
(Source: Okori, Washington, and Joseph Obua. 2011. “Machine Learning 
Classification Technique for Famine Prediction.” Proceedings of the World 
Congress on Engineering, London, July 6–8, 2.)
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Background
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bridge, MA: MIT Press. http://www.gatsby.ucl.ac.uk/~dayan/papers/dun99b.pdf.
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Results for Development (R4D) and The International Development Innovation 
Alliance (IDIA) 2019. “Artificial Intelligence and International Development: An 
Introduction.” R4D, Washington, DC. https://observatoire-ia.ulaval.ca/app/up-
loads/2019/08/artificial-intelligence-development-an-introduction.pdf.

http://unglobalpulse.org/sites/default/files/IntegratingBigData_intoMEDP_web_UNGP.pdf
http://unglobalpulse.org/sites/default/files/IntegratingBigData_intoMEDP_web_UNGP.pdf
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https://www.rockefellerfoundation.org/wp-content/uploads/Measuring-results-and-impact-in-the-age-of-big-data-by-York-and-Bamberger-March-2020.pdf
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Advanced

Andersen, Lindsey. 2019. “Artificial Intelligence in International Development: 
Avoiding Ethical Pitfalls.” Journal of Public and International Affairs 31. https://
jpia.princeton.edu/news/artificial-intelligence-international-develop-
ment-avoiding-ethical-pitfalls.

Awwad, Y., R. Fletcher, D. Frey, A. Gandhi, M. Najafian, and M. Teodorescu. 2020. 
Exploring Fairness in Machine Learning for International Development. MIT D-Lab 
| CITE Report. Cambridge: MIT D-Lab. https://d-lab.mit.edu/resources/publica-
tions/exploring-fairness-machine-learning-international-development.
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Annals of the American Academy of Political and Social Science 659 (1): 122–31.

Lantz, Brett. 2019. Machine Learning with R: Expert Techniques for Predictive Modeling. 
Birmingham: Packt Publishing.

Meier, P. 2015. Digital Humanitarians: How Big Data Is Changing the Face of Humani-
tarian Response. New York: CRC Press.

Provost, F., and T. Fawcett. 2013. Data Science for Business: What You Need to Know 
about Data Mining and Data-Analytic Thinking. Newton, MA: O’Reilly Media.

Sgaier, Sema K. 2019. “Demystifying Machine Learning for Global Development.” 
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Other Resources

AidData’s GEO program breaks down technological barriers and empowers a broad 
range of data users to generate analysis and insights with next-generation geospa-
tial data, methods, and tools. https://www.aiddata.org/geo.

Frontier Technologies Hub works with UKAid to apply frontier technologies to the 
biggest challenges in development. https://medium.com/frontier-technology-lives-
treaming/.

Geospatial Impact Evaluations rigorously evaluate the impacts and cost-effective-
ness of specific development interventions and large investment portfolios with spa-
tial data, leveraging readily available data, like satellite observations or household 
surveys, to establish a reliable counterfactual for measuring impacts—at a fraction 
of the time and cost of a “traditional” randomized controlled trial. https://www.
aiddata.org/gie.
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ICTworks is the premier community for international development professionals 
committed to using new and emerging technologies to help communities accelerate 
their social and economic development. https://www.ictworks.org/.

Principles for Digital Development is a website created and maintained by a commu-
nity of practice of professionals working in digital development. https://digitalprin-
ciples.org.

UK Department for International Development Digital Strategy 2018 to 2020: Doing 
Development in a Digital World. https://www.gov.uk/government/publications/dfid-
digital-strategy-2018-to-2020-doing-development-in-a-digital-world.

USAID’s Digital Strategy 2020–2024. https://www.usaid.gov/usaid-digital-strategy.

The following articles discuss similar methodologies:

Hatch, Jonathan. 2019. “6 Ways Artificial Intelligence Is Being Used in In-
ternational Development.” Bond (blog). August 8. https://www.bond.org.uk/
news/2019/10/6-ways-artificial-intelligence-is-being-used-in-international-devel-
opment.

USAID (US Agency for International Development). 2018. “Reflecting the Past, Shap-
ing the Future: Making AI Work for International Development.” https://www.usaid.
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20 �Using Computer-Assisted Qualitative  
Data Analysis Software

BRIEF DESCRIPTION  
OF THE METHOD

Over the past 30 years, an increasingly extensive range of software has emerged 
to analyze and store transcripts from interviews and focus groups, and the use of 
computer-assisted qualitative data analysis software is now widespread. Avail-
able packages facilitate several aspects of qualitative data analysis, including data 
storage and management, development of coding frameworks, construction of links 
between codes and coded data, categorization and ordering of codes and coded data, 
comparison and retrieval of specific coded data, and data display and mapping. All 
these features can be used to support a more structured and transparent analysis of 
qualitative data.

THE MAIN VARIATIONS  
OF THE METHOD

The list of available software platforms for computer-assisted qualitative data analy-
sis is long. The following are widely used:

 ▪ Dedoose is a web-based tool aimed at facilitating mixed methods research 
that allows for data coding, analysis, visualization, and basic statistical 
analyses. The package requires a license.

 ▪ MAXQDA is a software program developed for the analysis of qualitative 
and mixed methods data, text, and multimedia materials. It has basic data 
coding, analysis, and visualization features and is designed to handle large 
volumes of data. The package requires a license.

 ▪ NVivo is designed for in-depth analysis of rich text-based and multimedia 
information. It works with small or large volumes of qualitative data and 
accommodates both text and images. The package requires a license.

 ▪ Atlas.ti is a software package for the analysis of unstructured data (text, 
multimedia, geospatial). It lets the user locate, code, and annotate findings 
in primary data. It provides analytical and visualization tools to aid inter-
pretation and understanding of complex relations. The package requires a 
license.

These are just a select few of the many available options.
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THE MAIN PROCEDURAL  
STEPS OF THE METHOD

Given the complexity and diversity of software for computer-assisted qualitative 
data analysis, no single set of procedural steps can be meaningfully defined.

THE ADVANTAGES AND DISADVANTAGES  
OF THE METHOD

One advantage of using software for qualitative data analysis is that it allows for 
more structured and transparent data management and analysis. Many software 
packages also facilitate identification of differences, commonalities, and relation-
ships among text segments, which provides for a better overview and even under-
standing of any underlying patterns in the data. Another, perhaps more pragmatic, 
benefit is that they allow for more efficient data management and analysis, especial-
ly when applied on large volumes of text. Finally, their use strengthens the reliability 
and the potential for replicability of the analysis. The systematic treatment of data 
facilitates triangulation among data, which may strengthen the validity of findings.

One shortcoming is that software for qualitative analysis is sometimes mistaken for 
an analytical strategy or is thought of as performing the data analysis itself. This 
is an unfortunate misconception. Although software packages may facilitate or 
support qualitative analysis, the coding and interpretation still rest with the eval-
uator. Another issue worth considering is that preparing and entering data may be 
time-consuming, depending on the type of data and the software chosen.

THE APPLICABILITY  
OF THE METHOD

Software for qualitative data analysis can be applied to any type of qualitative 
data, including transcripts from individual interviews, focus groups, or open-ended 
questions in surveys. There are also software packages available for the analysis of 
imagery and audio data. Examples include the following:

1. MAXQDA, a content analysis software, was used for managing and 
coding transcripts from 78 interviews as part of an evaluation of how 
organizational incentives, norms, culture, and practices shape the 
production and use of self-evaluations in the Bank Group. 
 
(Source: World Bank. 2016. Behind the Mirror: A Report on the Self-
Evaluation Systems of the World Bank Group. Washington, DC: World 
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Bank. http://ieg.worldbank.org/sites/default/files/Data/Evaluation/files/
behindthemirror_0716.pdf.)

2. Two software packages, Sonar Professional and Atlas.ti, were used in a 
portfolio review of approaches to social accountability. 
 
(Source: Ringold, Dena, Alaka Holla, Margaret Koziol, and Santhosh 
Srinivasan. 2011. “Portfolio Review Methodology.” In Citizens and Service 
Delivery: Assessing the Use of Social Accountability Approaches in Human 
Development Sectors. World Bank’s Directions in Development—Human 
Development. Washington, DC: World Bank.)

3. MaxQDA was used to transcribe, code, and analyze data from 56 focus 
groups and additional key informant interviews as part of an evaluation 
of the World Bank’s nutrition programs in Malawi. 
 
(Source: Osendarp, Saskia Josepha Maria, Forhad J. Shilpi, Timothy 
Gondwe, Innocent Pangapanga-Phiri, Alexander Kalimbira, Beatrice 
Mtimuni, Deusdedit Kafere, Gabriella Chuitsi, Felix Phiri, and Ziauddin 
Hyder. 2019. “Determinants of Reductions in Childhood Stunting in 
Malawi’s Community-Based Nutrition Programs.” Discussion Paper, 
Health, Nutrition, and Population, World Bank Group, Washington, DC. 
http://documents.worldbank.org/curated/en/297601565964816621/
Determinants-of-Reductions-in-Childhood-Stunting-n-Malawis-
Community-based-Nutrition-Programs.)

4. An evaluation of the World Bank’s support to national statistical offices 
used NVivo to code and analyze the content of 76 semistructured 
interviews with World Bank staff and external experts. 
 
(Source: World Bank. 2018. Data for Development: An Evaluation of World 
Bank Support for Data and Statistical Capacity. Independent Evaluation 
Group. Washington, DC: World Bank. http://ieg.worldbankgroup.org/
evaluations/data-for-development.)

5. Dedoose was used to code and analyze transcripts from focus groups in a 
qualitative analysis of caregiver perceptions of children’s linear growth in 
Bangladesh. 
 
(Source: Hossain, M., S. Ickes, L. Rice, G. Ritter, N. Naila, T. Zia, B. Nahar, 
M. Mahfuz, D. M. Denno, T. Ahmed, and J. Walson. 2018. “Caregiver 

http://ieg.worldbank.org/sites/default/files/Data/Evaluation/files/behindthemirror_0716.pdf
http://ieg.worldbank.org/sites/default/files/Data/Evaluation/files/behindthemirror_0716.pdf
http://documents.worldbank.org/curated/en/297601565964816621/Determinants-of-Reductions-in-Childhood-Stunting-n-Malawis-Community-based-Nutrition-Programs
http://documents.worldbank.org/curated/en/297601565964816621/Determinants-of-Reductions-in-Childhood-Stunting-n-Malawis-Community-based-Nutrition-Programs
http://documents.worldbank.org/curated/en/297601565964816621/Determinants-of-Reductions-in-Childhood-Stunting-n-Malawis-Community-based-Nutrition-Programs
http://ieg.worldbankgroup.org/evaluations/data-for-development
http://ieg.worldbankgroup.org/evaluations/data-for-development
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Perceptions of Children’s Linear Growth in Bangladesh: A Qualitative 
Analysis.” Public Health Nutrition 21 (10): 1800–1809.)

6. NVivo was used to analyze interviews with 96 stakeholders to evaluate the 
contribution of mobile phones to rural livelihoods and poverty reduction 
in Tanzania. 
 
(Source: Sife, Alfred Said, Elizabeth Kiondo, and Joyce G. Lyimo-Macha. 
2010. “Contribution of Mobile Phones to Rural Livelihoods and Poverty 
Reduction in Morogoro Region, Tanzania.” The Electronic Journal of 
Information Systems in Developing Countries 42 (1): 1–15.)

7. Atlas.ti was used to code and analyze 2,000 pages of interview transcripts 
as part of a review of participatory water management in Bangladesh. 
 
(Source: Dewan, C., M-. C. Buisson, and A. Mukherji. 2014. “The 
Imposition of Participation? The Case of Participatory Water 
Management in Coastal Bangladesh.” Water Alternatives 7 (2): 342–66. 
http://www.water-alternatives.org/index.php/all-abs/250-a7-2-4/file.)

8. MaxQDA was used to process qualitative data from focus group 
discussions and cluster them based on keywords in a study of local 
perceptions of climate change in Indonesia. 
 
(Source: Boissière, M., B. Locatelli, D. Sheil, M. Padmanaba, and E. 
Sadjudin. 2013. “Local Perceptions of Climate Variability and Change in 
Tropical Forests of Papua, Indonesia.” Ecology and Society 18 (4). www.
jstor.org/stable/26269394.)
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Thousand Oaks, CA: SAGE.

Kuckartz, Udo, and Stefan Rädiker. 2019. Analyzing Qualitative Data with MAXQDA: 
Text, Audio, and Video. Cham, Switzerland: Springer. https://link.springer.com/
content/pdf/10.1007/978-3-030-15671-8.pdf.
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a Worked Example.” International Journal of Social Research Methodology 13: 
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Data Analysis: Using NVivo.” School Psychology Quarterly 26 (1): 70–84.

Lewis, R. B. 2004. “NVivo 2.0 and ATLAS.ti 5.0: A Comparative Review of Two Popu-
lar Qualitative Data-Analysis Programs.” Field Methods 16 (4): 439–64.

Paulus, Trena, and Jessica Lester. 2016. “ATLAS.ti for Conversation and Discourse 
Analysis Studies.” International Journal of Social Research Methodology 19 (4): 
405–28.

Saillard, E. 2011. “Systematic Versus Interpretive Analysis with Two CAQDAS Pack-
ages: NVivo and MAXQDA.” Forum Qualitative Sozialforschung / Forum: Qualita-
tive Social Research 12 (1), article 34.
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APPENDIX A  
GLOSSARY OF  

KEY TERMS
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The purpose of the glossary is to define key terms used in this guide. To the ex-
tent possible, definitions from the glossary of key evaluation terms of the Devel-
opment Assistance Committee of the Organisation for Economic Co-operation 
and Development (OECD-DAC; http://www.oecd.org/dac/) or from Independent 
Evaluation Group publications are provided.

Activity. Actions taken or work performed through which inputs, such as funds, 
technical assistance, and other types of resources are mobilized to produce spe-
cific outputs (OECD-DAC).

Alternative explanation. A plausible or reasonable explanation for changes in an 
outcome variable caused by factors other than the program under evaluation.

Analytical generalization. A nonstatistical approach for generalization of 
findings based on a theoretical analysis of the program and contextual factors 
producing outcomes.

Analytical technique. An approach used to process and interpret information as 
part of an evaluation (OECD-DAC).

Assumption. A hypothesis about factors or risks that could affect the progress or 
success of a development intervention (OECD-DAC).

Attribution. The ascription of a causal link between changes observed or expected 
to be observed and a specific intervention (OECD-DAC).

Baseline. A measure describing the situation before a development intervention, 
against which progress can be assessed or comparisons made (OECD-DAC).

Bayesian updating. A technique for refining the probability that a hypothesis or 
theory is true (or false) as more information becomes available.

Big data. Data characterized by high volume, velocity (real time), and variety 
(wide range of information).

Causal description. Determining the outcome(s) attributable to a program.

Causal explanation. Clarifying the mechanisms through which a program gener-
ates the outcome(s).

Comparison/control group. The group of individuals in an experiment (control) 
or quasi-experiment (comparison) who do not receive the treatment program.
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Contribution. A program effect that is difficult to isolate from other co-occurring 
causal factors.

Counterfactual. The situation or condition that may have hypothetically materi-
alized for individuals, organizations, or groups if no development intervention had 
been implemented.

Data analytics. An umbrella term for analytical techniques and processes used to 
extract information from data, including data collected with emerging technologies 
and big data (see definition above).

Data collection method. An approach used to identify information sources and 
collect information during an evaluation (OECD-DAC).

Discount rate. The interest rate used in cost-benefit analysis to adjust the value of 
past or future cash flows to present net value.

Doubly decisive test. A type of test (made famous by process tracing literature) that is 
both strong and symmetrical; that is, it can either strengthen or weaken the hypothe-
sis considerably, depending on whether the test is positive or negative, respectively.

Effect. An intended or unintended change attributable directly or indirectly to an 
intervention (OECD-DAC).

Effect size. A quantitative measure of the outcome difference between a treatment 
group and a comparison/control group.

Effectiveness. The extent to which the development intervention’s objectives were or are 
expected to be achieved, taking into account their relative importance (OECD-DAC).

Efficiency. A measure of how economically resources/inputs (funds, expertise, time, 
and so on) are converted to results (OECD-DAC).

Ex ante evaluation (also known as prospective evaluation). An evaluation that is 
performed before implementation of a development intervention (OECD-DAC).

Ex post evaluation (also known as retrospective evaluation). Evaluation of a de-
velopment intervention after it has been completed (OECD-DAC).

External validity. The extent to which findings from an evaluation can be general-
ized to other, perhaps broader, settings and groups.

Evaluation theory. Approaches to evaluation that prescribe a specific role and pur-
pose for the evaluation.
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Hoop test. A type of test (made famous by process tracing literature) that is strong 
but not symmetrical: it can substantially weaken the theory or hypothesis if negative 
but cannot strengthen it if positive.

Impact. Positive and negative, primary and secondary long-term effects produced by a 
development intervention, directly or indirectly, intended or unintended (OECD-DAC).

Independent evaluation. An evaluation carried out by entities and persons free of 
the control of those responsible for the design and implementation of the develop-
ment intervention (OECD-DAC).

Influencing factor. An aspect of the program implementation context that affects 
the program outcomes, either qualitatively or quantitatively.

Input. The financial, human, and material resources used for the development inter-
vention (OECD-DAC).

Internal validity. The credibility or “truth value” of a causal connection between a 
program and specific outcome.

Judgmental matching. The use of nonstatistical techniques to establish comparable 
treatment and comparison groups for the purposes of net effect estimation.

Logic model. A depiction (often in tabular form) of the activities, outputs, and 
outcomes of a program. The term is often used interchangeably with program theory. 
Many logic models differ from program theories in that they merely list program 
activities, outputs, and outcomes instead of explaining how they are connected.

Logical framework (logframe). A management tool used to improve the design of in-
terventions, most often at the project level. It involves identifying strategic elements 
(inputs, outputs, outcomes, impact) and their causal relationships, indicators, and the 
assumptions or risks that may influence success and failure. It thus facilitates plan-
ning, execution, and evaluation of a development intervention (OECD-DAC).

Mechanism. The underlying processes generating an outcome.

Outcome. The likely or achieved short-term and medium-term effects of an inter-
vention’s outputs (OECD-DAC). Outcomes are usually in the form of behavioral or 
organizational changes.

Output. The products, capital goods, and services that result from a development 
intervention; it may also include changes resulting from the intervention that are 
relevant to the achievement of outcomes (OECD-DAC).
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Pipeline approach. A technique for comparison group selection, where the compari-
son group is composed of individuals who have been selected (eligible) to participate 
but have not (yet) been involved or benefited from intervention activities.

Program. A set of activities and outputs intended to advance positive outcomes for a 
specific group of people, here used as generic term for a policy intervention.

Program theory. A visual and narrative description of how the activities and outputs 
of a program are expected to generate one or more outcomes.

Propensity score matching. The use of statistical (regression-based) techniques to 
establish a comparison group that is equivalent to the treatment group for purposes 
of net effect estimation.

Power (statistical). The probability that a statistical test (based on a sample) will 
detect differences (when they truly exist in the population).

Purposive sampling. A nonrandom sampling procedure.

Random allocation. The random selection of participants to the treatment group 
and the comparison group, whereby selection bias from observed and unobserved 
characteristics is eliminated.

Random sample. A sample drawn from a population where each unit has an equal 
probability of being selected.

Regression. A statistical procedure for predicting the values of a dependent variable 
based on the values of one or more independent variables.

Reliability. Consistency or dependability of data and evaluation judgments, with 
reference to the quality of the instruments, procedures, and analyses used to collect 
and interpret evaluation data (OECD-DAC).

Sample. A subset of units (for example, individuals or households) drawn from a 
larger population of interest.

Sampling. A process by which units (for example, individuals or households) are 
drawn from a larger population of interest. See also random and purposive sampling 
procedures.

Selection bias. Bias introduced when specific individuals or groups tend to take part 
in the program (treatment group) more than other groups, resulting in a treatment 
group that is systematically different from the control group.

Sensitivity analysis. Determines how sensitive the findings are to changes in the 
data sources or the data collection and analysis procedures.
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Smoking gun test. A type of test (made famous by process tracing literature) that is 
strong but not symmetrical; it can considerably strengthen the theory or hypothesis 
if positive but cannot weaken it if negative.

Stock and flow diagram. A visual depiction of causal relationships in a system 
modeled on the basis of one or more stocks (for example, the total number of rural 
farmers under the poverty line) and the flows between them that change the stock 
values (for example, job growth, currency inflation).

Straw-in-the-wind test. A type of test (made famous by process tracing literature) 
that is both weak and symmetrical; it can never substantially strengthen nor weaken 
the theory or hypothesis. 
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Program theories,1 also referred to as logic models or theories of change (and oth-
er slightly different terms), are widely used in evaluation. A program theory can be 
broadly defined as a visual and narrative description of the main program inputs, 
activities, outputs, and desired outcomes. A central aspect of a program theory is 
the specification of how these are connected, that is, how the program activities 
and outputs are assumed to generate the desired outcomes. Program theories are 
now commonly required by development agencies as part of project planning.

There are many different ways of developing program theories as part of an evalu-
ation. They may be developed prospectively, in the early phase of program design, 
or retroactively, after the program has entered the implementation phase. In some 
cases, the evaluator develops the program theory on the basis of program documents, 
interviews with program staff, or some combination of these. In other cases, program 
theory development is a collaborative effort between the evaluator and program 
staff, and perhaps including other stakeholders. These collaborative efforts can be 
structured around one or more workshops. Finally, program theories may be in-
formed by existing research, relevant social scientific theories, and past evaluations.

There are several reasons for the widespread use of program theories in eval-
uation. First and foremost, program theories allow for a shared understanding 
between the evaluation team and program staff of how and in what way the 
program is intended to bring about change. This shared understanding of how 
the program is intended to function is important because (among other things) 
it may improve collaboration, foster agreement on evaluation findings, or reduce 
tensions. Second, program theories are often tested empirically in the course of 
evaluations and, as such, they focus the design of the data collection process. 
Third, a well-developed and well-tested program theory is an essential part of the 
lessons learned through an evaluation because it facilitates a deeper understand-
ing of how and why the program worked or failed to work. This type of informa-
tion is essential to inform future planning and program design.

Using program theories in evaluation has plenty of benefits but also presents a 
number of challenges. One common challenge is poor conceptual framing: how 
program components are causally connected among themselves and with the 
desired outcomes is often not well enough detailed, referenced, or specified, and 
the causal links are either unconvincing or omitted.
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Another common issue emerges from the typical disconnect between the program 
theory and the data collection process; although the former should drive the latter, 
in practice some parts of theories are often untestable, and confidence in their ve-
racity can be neither strengthened nor weakened with rigorous procedures. A related 
problem is construct validity: the development of measurements and indicators is 
often poorly linked with program theory.

Finally, program theories are prone to confirmation bias: the discussion of influenc-
ing factors and alternative explanations is often poor or altogether omitted. As a re-
sult, many program theories are overly abstract or simplistic and fail to support any 
in-depth or defensible examination and understanding of how the program works 
and brings about change under certain circumstances.

Despite these challenges, in situations where the emphasis is on understanding and 
explaining why and how a program brings about change, it is essentially impossible to 
avoid dealing with program theories. Therefore we propose a checklist of minimum re-
quirements that program theories should fulfill. To realize their potential and add value 
to the evaluation, program theories should ideally contain the following elements:

1. Identify all the program activities, outputs, and intermediate outcomes 
that are essential to understand the causal logic of how a program works 
and brings about change;

2. Explain in sufficient detail how and why these parts are connected;

3. Specify the external influencing factors (contextual conditions, other 
programs, and other processes and activities) that could affect program 
implementation, delivery, and outcomes;

4. Clearly distinguish (and potentially choose) between theory of action 
(focused on causal linkages between implementation and delivery) 
and theory of impact (focused on causal linkages between delivery and 
outcomes), which allows for a distinction between implementation failure 
and theory failure;2 and

5. To the extent possible, formulate alternative explanations (rival 
hypotheses) that might have produced changes in the program outcomes.
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For program theory to be fruitfully used and integrated into the evaluation, it should 
inform the design of data collection and data analysis. In particular, the evaluator 
should do the following:

1. Ensure that data collection covers the most salient program activities, 
outputs, and outcomes (as detailed in the program theory) and pay 
attention to both intended and unintended outcomes (positive and 
negative);

2. Ensure that data collection covers the most salient alternative 
explanations and influencing factors;

3. Examine how the collected data support or bring into question specific 
aspects of the program theory; and

4. Refine and modify the program theory as informed by the data.

Together, these guidelines should facilitate a more productive use of program theo-
ries in evaluation.
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Endnotes

1  �The term program is used in a generic sense to refer to any type of policy intervention 

(activity, project, program, policy, and so on). One could use the term intervention theory 

instead of the better-known term program theory.

2  �Failure for outcomes to emerge can either be due to implementation failure (the program 

outputs were not delivered) or theory failure (the program outputs were delivered but did 

not make a difference—that is, they may not have been the right solution to the problem in 

the given circumstances), or a combination of both.

W. K. Kellogg Foundation. 2006. Logic Model Development Guide. Battle Creek, MI: W. 
K. Kellogg Foundation.

Weiss, C. H. 1997. “Theory-Based Evaluation: Past, Present, and Future.” New Direc-
tions for Evaluation 1997: 41–55.
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